
1 INTRODUCTION

Ideal sliding mode, characterized by the motion
in sliding mode manifold can occur in real systems
rarely. In continuous time systems real sliding mode
motion is characterized by high frequency oscilla-
tions within a boundary layer of the sliding mode
manifold, but averaged motion is kept in the sliding
mode manifold. For continuous time, design of the
sliding mode with discontinuous control requires
the information about the upper bound of the equi-
valent control and the position of the system state
with respect to the sliding mode manifold (the signs
of all components of the switching function vector)
[1].

Due to the »hold« processes in the control loop
and unpredictable changes of the external distur-
bances in discrete-time systems the ideal sliding
mode can occur rarely. Therefore, like in any dis-
crete-time system, the state can be kept within a
boundary layer of the sliding mode manifold. The
motion in this boundary layer is accepted as a sli-
ding mode motion [2, 3, 4], and sometimes it is de-
scribed as so-called quasi-sliding mode [5, 6].

This paper deals with the implementation of sli-
ding mode control for continuous system with dis-
crete-time implementation of the control algorithm
by maintaining sliding mode. A considerable amo-
unt of work has been done analyzing discrete-time
sliding modes [2–9]. In [5], Milosavljevic studied
quasisliding in the vicinity of the sliding manifold
due to the discretization of continuous time signals.
In [2], Utkin and Drakunov proposed, for control
law design, the discrete-time equivalent control that

directs the state onto sliding mode manifold after
a finite number of sampling intervals, due to the
boundness of the control input. The resulting con-
trol appears to be non-switching. Other related
works can be found in [3, 4, 6, 7, 8, 9] all address-
ing discrete-time sliding modes from different pro-
spective. Most of the proposed control strategies
use, in one or another way, the calculation or esti-
mation of the discrete-time equivalent control ex-
plicitly, which requires the transformation of the
plant model into a discrete-time form. That leads to
calculation intensive requirements, and it is sensi-
tive to the plant parameters change. 

This paper is an extension of our previous work
[12–15] in the motion control systems and is main-
ly concentrated on two problems. The first is to for-
mulate a design procedure for control input calcu-
lation that will maintain the state in the ε-vicinity
of the sliding mode manifold without calculating
equivalent control and the other, to find the upper
bound for the sampling interval while using the
proposed control algorithm and for given inter-
sampling deviation from the sliding mode manifold.
It will be demonstrated that such a control input
can be designed using only information about the
distance from the sliding mode manifold. The upper
bound for the sampling interval can be determined
such that the prescribed intersampling deviation is
maintained. 

The paper is organized as follows: in section 2,
the problem statement along with some background
results is considered. In section 3, the design proce-
dure is presented in details and the stability analy-
sis for systems with and without computational de-
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lay is shown. The approximated algorithm is intro-
duced and stability conditions for it are presented
as well. The conditions for the sampling interval se-
lection are determined. In section 4, the equations
of motion of the system with proposed control are
derived and the influence of the design parameters
is analyzed. In section 5, the issue of robustness of
the system motion under proposed control is ana-
lyzed. In section 6, behavior of the systems with
state observers is presented. The simulation and ex-
perimental results are discussed shortly in order to
show the implementation issue for the proposed al-
gorithm.

2 PROBLEM STATEMENT

Given a continuous nonlinear dynamical system

(1)

where all elements of vector f(x, t) and matrix B(x, t)
are continuous and bounded having continuous and
bounded first order time derivatives; rank(B(x, t) = m,
∀x, t > 0; all components of the control input u(x, t)
are bounded by known functions ui(x, t)min and
ui(x, t)max i = 1,2,...,m.

Assume that the desired specification of closed
loop system is achieved if the system state satisfies
algebraic constrain σ(x, t) = 0, σ∈ Rm where all com-
ponents of function σ(x, t) are continuous. Then, the
design goal is to stabilize the system motion on the
smooth manifold

(2)

where all elements of vector and matrix G(x, t)

are, by assumption, continuous and bounded.  

In the sliding mode approach with discontinuous
control action, the time derivative of function σ(x, t)
is forced to have discontinuities so that, in general,
this function and its first time derivative can have
opposite signs. In this situation the system state will
oscillate in the ε-vicinity of manifold (2). This motion
is known as real sliding mode motion. In the ideal
case the oscillations have an infinitely small ampli-
tude and the system state remains in manifold (2)
after reaching it (so called ideal sliding mode). If the
initial state x(t0) for t = t0 belongs to the manifold
(2), then to satisfy condition x(t)∈ S for ∀t > t0, it is
enough to find control input which provides that 

time derivative for ∀t > t0, 

and then, further motion will remain in manifold
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(2) [1]. According to this idea, if GB is a regular
matrix, the control input, so called equivalent con-
trol, is determined from

and the system dynamics (1) as

To determine the equations of motion this control
input should be substituted into (1) to obtain

which along with σ(x, t) describe the motion of sys-
tem (1) in manifold (2). This equation is the so-
-called ideal sliding mode equation. It has been
proven in [10] that the motion of the closed loop
system is independent on all disturbances present-
able as f = Bλλ. This so called matching condition is
a very powerful tool in the design of the sliding
mode systems. Sliding modes possess very attractive
properties like disturbance rejection, very low sensi-
tivity on the changes of the system parameters etc.
This procedure shows the sliding mode equations of
motion and the existence conditions, but it does not
have any clue for the control input selection. The
control input selection is related to the stability of
the projection of the system motion on the subspace
whose coordinates are the components of the sliding
mode function.

For a continuous time system with discontinuous
control the design procedure can be briefly stated as
follows: the stability of the solution σ(x, t) will be
guarantied if control is selected so that the candida-

te Lyapunov function has time derivative 

Then, if GB is a regular matrix, the control input
can be determined as u = ueq − (GB)−1Γ sign(σ) or for
max((GB)−1Γ ) = F(x, t,Γ ) then 

u = ueq − F(x, t,Γ )sign(σ).

For motion in the neighborhood of manifold (2),
F(x, t,Γ ) can be very small if the equivalent control
is calculated on line. Otherwise, if only bounds of the
equivalent control are known F(x, t,Γ ) can be deter-
mined from inequality

|F(x, t,Γ )| > max
i
(uieq) i = 1,2,...,m.

Then control input has the form 

u = −F(x, t,Γ )sign(σ).
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In real systems the control input will have finite
frequency switching which result in the oscillatory
motion (the chattering) of the closed loop system
in an ε-vicinity (so called boundary layer) of the
sliding mode manifold. 

The procedure for discrete-time sliding mode de-
sign [2] begins with a transformation of the plant
description to the discrete-time form

x(kt + T) = x(kT) + f* + B*u(kT)

where T is sampling interval,

Then, so-called discrete-time equivalent control can
be calculated from

σ(kT + T) = Gx(k + 1) = 0
as

ueq(kT) = − (GB*)−1(Gx(kT) + Gf*).

It should be noted that in this case no computatio-
nal delay is taken into account. The intersampling
change for equivalent control is of O(T) order. The
equivalent control tends to infinity if T → 0 for
σ ≠ 0, since (GB*)−1 → ∞ while (Gx(kT) + Gf*) takes
a finite value. This requires the introduction of li-
mits for the control action. Taking into account that,
control action is bounded by assumption, the con-
trol algorithm can be expressed as u(kT) = sat(u(kT))
where min(sat(•)) = umin and max(sat(•)) = umin. It
has been proven that the selected control will force
system state to stay in ε-vicinity of sliding mode
manifold (2) with a thickness of the boundary layer
of O(T2) order. To avoid cumbersome explanations
in discrete-time control systems, from now on, term
»continuous control« is used in the sense that inter-
sampling change of the control input is of O(T) or-
der. 

In some applications, like power electronics, swit-
ching is the »way of life« and motion in a bounda-
ry layer is unavoidable regardless of the technique
one can use in the control system design. In these
systems chattering (often called ripple) is the struc-
tural property of the system. In some other systems
(like mechanical, or process systems) discontinuity
of the control action is not so desirable (or easy to
achieve) from many points of view (actuator wea-
ring, excitement of unmodelled dynamics, etc.). In
these systems properties that can be achieved by in-
troducing sliding mode motion are very attractive,
so a design procedure that will allow to attain these
properties while discontinuity of the control action
is avoided is most desirable. Further the design pro-
cedure will be demonstrated in details along with
stability proofs for systems with and without com-
putational delays. The design procedure begins with

a selection of the candidate Lyapunov function and
the form, which the time derivative of the candi-
date Lyapunov function should satisfy. From these
two selections the control input is determined. In
sampled data systems the satisfaction of the stabili-
ty conditions is determined at the moment renewed
control is applied (usually the beginning of the
sampling interval) and at the end of the sampling in-
terval in order to determine the sampling interval and
allowed computational delay. 

3 DESIGN

For system (1) asymptotic stability of the solu-
tion σ(x, t) = 0 can be assured if one can find a con-
trol input such that the Lyapunov stability criteria
are satisfied. Natural selection of the candidate Lya-

punov function is a quadratic form . The 

design procedure can be started from the require-
ment that the time derivative of the Lyapunov func-
tion should have the following form

Then

and solution σ(x, t) = 0 is asymptotically stable on
the trajectories of the system (1). A control input
that satisfies given requirements can be calculated 
from 

gives 

By substituting

into

and by solving this equation for an unknown con-
trol u, it is easy to obtain

(3)

To have a unique solution for the control input,
matrix GB must be regular. That is the same requi-
rement needed to find equivalent control. Selected
control input guaranties that the motion of system
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(1) satisfies the dynamical constrain . 

That means all distances from the manifold (2) ex-
ponentially tend to zero and the system motion will
remain in ε-vicinity of the manifold (2) after rea-
ching it. Strictly speaking, control (3), being continu-
ous, does not provide the sliding mode motion on
manifold (2) because that manifold could be rea-
ched only for t → ∞. Taking into account that the
equivalent control, required to keep the motion in
the manifold S if initial state belongs to this mani-

fold, can be expressed as , 

equation (3) can be rewritten as

u(x, t) = ueq(x, t) − (GB)−1Dσ.          (4)

In (4) the resulting control action is continuous
(the equivalent control is continuous and function
σ(x, t) = 0 is continuous by assumption) and u(x, t) =
= ueq(x, t) for σ(x, t) = 0. In the implementation of
algorithms (3) or (4) full information about system
dynamics and external disturbances is required (for
equivalent control calculation). Because of this the-
se algorithms are not practical for application. They
are used here as intermediate results to show the
procedure in the development of simpler and more 
useful control strategies. From 

equivalent control can be substituted into (4) to ob-
tain

(5)

This form of expressing the control input is very
instructive. It shows that in order to force the sys-
tem to reach ε-vicinity of sliding mode manifold (2)
and to stay within ε boundary layer the control in-
put should be modified by the term

at every instant of time. The control (5) takes the
value of the equivalent control for σ(x, t) = 0.

3.1 Discrete-time realization 

Algorithm (5) can be easily modified for the ap-
plication in the discrete time systems with no com-
putational delay. In such a system relations between
measured and computed variables are depicted in
Figure 1. where measurement taken before the cal-
culation of new value of the control input are de-
noted as •(kT −) and all variables immediately after
new value of the control input is applied are de-
noted by •(kT +), (from now on all variables will be
written shorter so σ(kT ) = 0 means σ(x(kT ),kT) = 0.
Note that all continuous functions and variables
satisfy •(kT −) = •(kT +).
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By taking into account the relationship depicted
in Figure 1, algorithm (5) can be rewritten in the
following form

(6)

The satiability conditions should be analyzed at
the moment the control input is applied to the sys-
tem and at the end of the corresponding sampling
interval. The value of the switching function and its
derivative at k-th sampling interval e.g. at t= kT and
t = kT + T should be determined and value of the se-
lected Lyapunov function and its derivative should
be calculated at both instants. By calculating the
derivative of function σ(x, t) at t(kT +) one can find

(7)

From (6) and (7) it follows 

and finally

(8)

The time derivative of the Lyapunov function, at
t = kT+, can be expressed as

This shows that at the moment immediately after
new control is applied (the beginning of the sam-
pling interval) the stability conditions are satisfied.

d
d
( )

( ) ( ).Tv kT
kT kT

t
σ σ

+
+ += − D

d d d
d d d
( ) ( ) ( )

( )

( ) ( ).

kT kT kT
kT

t t t

kT kT

σ σ σ
σ

σ σ

+ − −
−

− +

= − − =

= − = −

D

D D

d
d

d
d

( ) ( )
( ( ) ( ))

( )
( )

kT kT
kT kT

t t

kT
kT

t

σ σ

σ
σ

+ −
− −

−
−

 
= + + − 

  

− −

G f Bu

D

¶

¶

d
d
( ) ( )

( ( ) ( )).
kT kT

kT kT
t t

σ σ
G f Bu

+ +
+ += + +

¶

¶

1 d
d
( )

( ) ( ) ( ) ( ) .
kT

kT kT kT
t

σ
σu u GB D

−
+ − − − 

= − + 
 

166                                   AUTOMATIKA 44(2003) 3–4, 163–181

A. [abanovi}, Nadira [abanovi}, K. JezernikSliding Modes in Sampled-data Systems

Fig. 1 The relations between measured and calculated variables for 
discrete time systems without computational delay

measurement taken
in this point control applied in this point



For t∈ [kT, kT + T] the control input is constant.
The change of the system state during an intersam-
pling interval can be expressed as

(9)

and the change of the distance from the sliding
mode manifold (2) is

(10)

By the assumption f,B and G are continuous and
bounded, the maximum change of state vector ξ(t),
and the maximum change of distances from the sli-
ding mode manifold ς (t) inside interval t∈[kT, kT + T]
are of O(T) order. The change of the time derivative
of the sliding mode function can be determined as

(11)

By assumption is continuous over the interval  

t∈ [kT, kT + T]. Control input u(kT + t) = u(kT) is con-
stant over the same interval, and consequently (11)
can be expressed as
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The maximum change of ζ(t) inside interval t ∈
∈ [kT, kT + T] is of O(T) order. Both ς (t) and ξ(t)
tend to zero if function σ(kT) tends to zero or if the
sampling interval tends to zero.
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where change of

υ(t) = σT(kT)ζ(t) + ς T(t)[ζ(t) − Dσ(kT)]

is of the O(T 2) order. 

To satisfy Lyapunov stability criteria inside the
sampling interval t∈[kT, kT + T] the following condi-
tion should hold for σ(kT) ≠ 0

(14)

In order to determine the sampling interval
T,υ(t) should be estimated for t= T and T should be
calculated from (14) at the end of a sampling inter-

val. The value can be expressed asd
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All elements of vector ∆f(kT) = f(kT + T) − f(kT)
are continuous and bounded and consequently vec-
tor χ(kT) = G∆f(kT) is continuous and bounded. Sin-
ce is of O(T) order (function is continuous), 
then
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is of the O(T) order too. The time derivative of
Lyapunov function at the end of the sampling in-
terval can be expressed as
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Fig. 2 Transients in the second order system with discontinuous (a), (b) us and continuous control (c). 
1) u(kT) = 20sign(σ(kT)) in the case of discontinuous control action (diagrams (a) and (b));
2) u(kT) = sat(u(kT − T) + (1/4)(d11σ(kT) + dσ(kT)/dt) in the case of the proposed algorithm (18), with d11 = 800 (c)

a)                                           b)                                            c)
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At the end of the sampling interval the Lyapunov
stability conditions will be satisfied if (17) holds for

σ(kT) ≠ 0

(17)

With the selection of the sampling interval from
(17) the control input (6) provides that there exist
k > N or which σ(kT) = 0. The selected control en-
sures that the motion of the system remains in the
ε-vicinity of sliding manifold S after reaching it. 

In application the limits of the control input
should be introduced. The simplest way to do this
is to apply saturation function on expression (6)
with min(sat(•)) = umin and max(sat(•)) = umin. Then
the control is calculated as

the closed loop system, sampling interval is selected
to be T = 10−6, s in Figure 2 (a), and T = 10−3, s in
Figure 2 (b).  It can be observed that control error
in Figure 2 (b) is higher and that the chattering
clearly rises with the rise of the sampling interval.
The activity of the control input is lower. Transients
with control algorithm (6) are depicted in Figure 2
(c). In this case all simulations are done with a
sampling interval T = 10−3, s. All other conditions
are the same as for the discontinuous control case.
As it can be observed, all variables, including the
control are smooth and chattering is indeed elimi-
nated. The accuracy of the closed loop system is
the same as for systems with discontinuous control
and 1000 times shorter sampling interval. The clo-
sed loop system exhibits the motion on the selected
manifold as can be confirmed from the transients
depicted in the phase plane. As it is expected, tran-
sients of the system with discontinuous control sub-
stantially depend on the selection of the sampling
interval. For properly selected sampling interval
(Figure 2 (a)) transients are as it is theoretically
predicted. Longer step size cause the low frequency
chattering (Figure 2 (b)). It can be observed that the
sliding mode function (and consequently x2) has a
ripple (the chattering) when discontinuous control
is applied. With proposed control all transients are
smooth and good load rejection and accuracy are
achieved. 

In these examples no computational delay has be
assumed and the calculation of the time derivative of
function σ(t) has been required. In the following sec-
tion first systems with computational delay will be
analyzed. Later systems with a backward approxima-
tion of the time derivative will be presented. That
will allow to use only the information about the va-
lue of the sliding mode function (the distance from
the sliding mode manifold) in the calculation of the
control input, and thus will give a considerable sa-
ving in the computational time in comparison with
algorithm (18) and other algorithms based on the
discrete-time equivalent control calculation.  

3.2 Systems with computational delay

In a discrete-time system with computational de-
lay the measurements are taken at t = kT, the con-
trol is computed during interval t∈[kT, kT + h], and
new control input is applied to the system at t =
=  kT + h. The time relation between measurements,
computation of control and the computation of
other variables is depicted in the Figure 3.

For stability analysis the same procedure as be-
fore will be applied. The derivative of selected Lya-
punov function should be calculated after new con-
trol has been applied e.g. at t = kT + h, the inter-
sampling changes should be estimated and the va-
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To illustrate the behavior of the system with the
proposed control strategy simulation results for a
second order system

(19)

are depicted in Figure 2 (a), (b) and (c). The sliding
mode manifold is selected as the function of the
control error and its time derivative
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A step transient in x1
ref = 0.01, rad at t = 0 is simula-

ted. The control input is calculated according to the
following expressions.

Transients with discontinuous control are pre-
sented in Figure 2 (a) and (b). In order to show in-
fluence of the sampling interval on the behavior of



lues at the end of the sampling interval should be
calculated. Both σ(kT + h) and its derivative should
be estimated based on the values at t = kT. Function
σ(x, t) is continuous and its value σ(kT + h) can be
estimated as

(20)

where υ(h) is of O(h) order. From (12) the time de-

rivative can be determined asd
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Selection of the sampling interval T is based on
the evaluation of (21), (22) and (23) for t = kT + T + h.
In this case ς (T + h) and ζ(T + h) are of O(T + h)
and υ(T + h) is of ζ((T + h)2). If the calculation de-
lay is equal to the sampling interval e.g. if the mea-
surement is taken at t = kT, the control is applied at
t = kT + T then sampling interval should be deter-
mined from (23) for h = T. 

3.3 Calculation of control input with approximation of
time derivative 

To avoid the use of the time derivative in the
calculation of control input, the backward approxi-
mation of the derivative may be applied by expres-
sing

where o(kT) is of O(T) order. Time derivative can
be approximated by

and control algorithm (18), for discrete-time sys-
tems with no computational delay, can be expressed
as

(24)

Following the same reasoning as in the previous
cases, the proof of stability for approximated algo-
rithm (24) is straightforward. Lyapunov function
and its derivative should be calculated at t = kT.
Function σ(kT) is measured and its derivative is at
the measurement point (before the renewed control
is applied) given as

The time derivative of sliding mode function σ(kT)
after renewed control is applied can be calculated as 
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Fig. 3 The relation between measurements, computation and the 
application of control in systems with computational delay
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where ζ(h) is of O(h) order. Now the change of the
candidate Lyapunov function time derivative beco-
mes

(22)

where υ(h) is of the O(h) order. 

In order to satisfy Lyapunov stability criteria at
t = kT + h the permissible calculation delay h can be
determined from (23).
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Taking into account that σ(x,t) is continuous one
can write

(25)

Now or

(26)

For T small enough

for σ(kT−) ≠ 0

(27)

and stability conditions are satisfied at the begin-
ning of a sampling interval. The conditions at the
end of a sampling interval can be calculated follo-
wing the same procedure. The time derivative can
be expressed as 

(28)

where ζ(T), is of the O(T) order. From

and (28) the time derivative of Lyapunov function
at the end of the sampling interval can be ex-
pressed as
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Like in the previous case sampling interval T
should be calculated from (27) and (29) (at the be-
ginning and at the end of a sampling interval) and
the smaller value should be selected. 

To show the applicability of the approximated al-
gorithm (24), in Figure 4 transients for system (19)
with iL = 5sin(25.16t) and reference x1

ref = 0.01, rad, in
(a) and x1

ref = (0.01+0.01sin(25.16t)), rad, in (b) are
depicted. Switching manifold is selected as
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The Lyapunov stability conditions will be satisfied
at the end of the sampling interval if the following
inequality holds for σ(kT) ≠ 0 

S = − + − = = ={ }x x C x x x x t Cref ref
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The sampling interval is kept T = 0.001, s, for all
simulations. The control input is calculated accord-
ing to the approximated algorithm (24) as

11
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(30)

with d11 = 800. The simulation results confirm all
predictions regarding the implementation of the ap-
proximated algorithm. By comparing diagrams (c)
in Figure 4. and diagrams (a) in Figure 4. very
small differences can be observed. The variation of
the external disturbance is rejected without its mea-
surement or estimation. Diagrams (b) in Figure 4.
show the tracking of the time varying reference for
system under influence of the unknown external
disturbance. It shows that the approximation in the
control input calculation is applicable in these sys-
tems. The information needed for the control input
calculation according to (30) is the same as for dis-
continuous control case, only knowledge about the
value of sliding function is required.

In Figure 5 the changes in exact and approxima-
ted values of the switching function its derivative
and in Lyapunov function and its derivative are de-
picted for different values of the sampling interval.
The control plant is as given in (19) and the control
is calculated according to (30) for step change in
the reference x1

ref = 0.5, rad. The period of 20 milli-
seconds is depicted in diagrams (a), (b) and (c) and
full transient is depicted in diagram (d). The sam-
pling interval is selected to be T = 0.0005, s, in (a),
T = 0.001, s, in (b) and T = 0.002, s, in (c) and (d).
The scales on horizontal and vertical coordinates
are kept the same for all corresponding coordinates
to allow simple comparison. The intersampling
change of both the switching function and the
Lyapunov function in all three cases is very small
while the intersampling change of the derivatives
for both functions are considerable but proportio-



nal to the sampling interval as it was predicted. The
approximated values for the time derivatives of the
switching function and the Lyapunov function calcu-
lated using backward approximation are, as expec-
ted much smoother and constant inside the inter-
sampling interval. Presented behavior of the system
confirms the predicted results. 

4 THE EQUATIONS OF MOTION OF CLOSED 
LOOP SYSTEM 

It has been shown in the previous analysis that
the system motion can be stabilized in the ε-vicini-
ty of the sliding mode manifold by applying the
proposed control algorithm. The trajectories of the
system motion are close to that of the system with
ideal sliding mode, but equations of the closed loop
system motion are not derived. In this section the
equations of motion for the system with control in-
put expressed as in (5) and its discrete-time realiza-
tion (18) and (24) will be derived. 

The equation of motion for system (1) under
proposed control will be derived using so called
regular form representation [17]
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Sliding mode manifold can be transformed to the
form
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In this case the control input (5) can be calculated as
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Fig. 4 Transients in the system (19) under approximated control (24)

1
2 2

d
d
( )

( ) ( ) ( ) ( ) .
kT

kT kT T kT
t

σ
σ−  ≡ − − +  

  
u sat u G B D

(34)



AUTOMATIKA 44(2003) 3–4, 163–181              173

A. [abanovi}, Nadira [abanovi}, K. Jezernik Sliding Modes in Sampled-data Systems

Fig. 5 The changes of the switching function its derivative and the Lyapunov function
and its derivative for system (19) and control (30)

and approximated control input can be expressed as

(35)

The closed loop dynamics is described by three
sets of the differential equations.
– the first stage is outside of the sliding mode ma-

nifold x1,x2 ∉ S where control has limit value
(max or min) and the motion is governed along
the trajectories defined by u = umin or u = umax;

– the second stage is outside of the sliding mode
manifold x1,x2 ∉ S where control input has values
umin < sat(•) < umax;

– the third stage is on the sliding mode manifold
x1,x2 ∈ S.
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The first and the second stages are the reaching
stages. The first stage is the same as for the system
with discontinuous control – the trajectories are de-
termined by the parameters of the system and max-
imum value of the control input.

The second stage is along the trajectories
umin < sat(•) < umax. By substituting (33) into (31) the
equations of motion can be calculated as

(36)

The second equation describes the change of the
distances from the sliding mode manifold. These
distances decay with a rate determined by the ele-
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ments of matrix D. During the second stage of mo-
tion the system dynamics is constrained by (36), e.g.
the change of the distances from the manifold is
controlled to satisfy desired dynamics, and after fi-
nite time system motion will enter ε-vicinity of the
manifold S and will stay in this vicinity. From the
second equation it is easy to calculate

(37)
and finally

(38)

The equations of motion (38) describe the n-th or-
der system. During this stage the motion is inde-
pendent of the control input and all parameters
and nonlinearities contained in the second equation
in (31). 

For a system with discrete-time computation of
control (34) the second equation in (36), just after
control input is applied, becomes

(39)

and consequently the value of the x2 time derivative
at the same instant of time becomes
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(40)

This equation corresponds to the expression (21).
The intersampling changes of ζ(h) are of O(T) or-
der and if σ(kT)→0 then ζ(h)→0. Equation (40) can
be accepted as the equation of motion.

For systems with approximated algorithm (35)
the second equation in (36) becomes

(41)

The same observation as for (40), regarding the in-
tersampling change holds, and equation (41) can be
accepted as the equation of motion.

It has been demonstrated that selected control
assures that there exists k > N and some value of
the sampling interval T for which the stability of
the solution σ(kT) = 0 is guarantied. The motion in
ε-vicinity of the manifold S, for ε small enough can
be approximated as the motion on the manifold S.
The description of the system motion on the mani-
fold S will remain the same as for ideal sliding mo-
de. During this stage the second equation in (38)
can be replaced by the algebraic one σ (x1, x2, t) = 0
and the equations of motion becomes

(43)

These equations are the same as for ideal sliding
mode on manifold (32) and they posses all features
of the systems with sliding mode. Proposed algo-
rithm ensures the motion of the system in ε-vicinity
of manifold (32) but without discontinuity of the
control input. It is important to notice that only the
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As it has been demonstrated earlier the intersam-
pling changes of sliding mode function and its de-
rivative are of O(T) order. The same is true for the
vector x2. That means equation (39) holds between
two sampling intervals with an accuracy of O(T) or-
der and is reset to the zero value at the beginning of
every sampling interval. That enables us to accept
(39) as the equation of motion for systems without
computational delay.

For systems with computational delay the second
equation in (36) becomes
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information about state vector and the gain matrix
B of the plant are needed to construct the control
system.

To illustrate the validity of the derived equations
of motion and the influence of the design parame-
ters (the parameters of the sliding mode manifold
(C) and the decay of the Lyapunov function (d11))
are presented in Figure 6. The behavior of the sys-
tem (19) is depicted for step change in reference
x1
ref = 0.6, rad, with sliding mode manifold 

change of the Lyapunov function and the control
error are depicted for the same conditions as those
in Figure 6 (a) and Figure 6 (b), respectively. The
influence of the selection of the Lyapunov function
decay is as it was theoretically predicted. 

The dependence of the motion on the sliding
manifold parameters (C in this case) and of the
rate of change of the time derivative of the Lyapu-
nov function (d11 in this case) is clearly demonstra-
ted to be in agreement with the theoretical results. 

5 THE ISSUE OF ROBUSTNESS

The issue of robustness is very important for the
analysis of the closed loop system behavior. In the
following analysis the equations of motion will be
derived for the system (1) with uncertainties in the
vector function f and in both the function f and the
gain matrix B. 

Assume that the state vector measurement is
correct, that nominal value of function f is known
along with the bounds of the uncertain continuous
vector function ∆f, and that gain matrix B is known.
Then the actual system can be represented by

(44)
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Fig. 6 The influence of the design parameters on the closed system behavior

S = − + − = = >{ }x x C x x x x t Cref ref
1 2 1 1 2 2 0 0, : ( ) ( ) ( ) ,σ

and approximated algorithm (35). The phase plane
diagrams, with control error on the horizontal axis
and its derivative on the vertical axis, the time
change in the Lyapunov function (v), the distance
from sliding mode manifold (σ) and control error
(∆x1) are illustrated. In diagram (a) the change of
coefficient d11 is selected to be d11 = 2C, 4C and 8C
respectively with C = 15. For diagrams (b) the value
d11 = 8C is kept while C is changed to be C = 5, 10
and 15. It can be observed that the reaching stage
changes with the change of d11 as it was predicted.
The reaching stage is determined by the selection
of the slope of the Lyapunov function and by its
change the transients for both systems become very
close. That can be seen better from the transients
depicted in Figure 6 (c) and Figure 6 (d) where the



Assume the control vector (18). The time deriva-
tive of sliding mode function, for a system without
computational delay, just after renewed control in-
put has been applied can be expressed as

(45)

and finally This result is 

the same as in the case of the system with full in-
formation about function . At the beginning of eve-

ry sampling interval the assu-

mes zero value with an intersampling change of the  
O(T) order. If computational delay exists then (45)
has a form

(46)

with an intersampling change of ζ being O(T) order. 

For systems with approximated algorithm and
with computational delay the following relation
holds 

(47)

For a system without computational delay (47)
reduces to

(48)

By using the same reasoning as for the systems
without uncertainties one can prove stability and
consequently the fact that σ(kT)→ 0 and last stage
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of the motion is taking place on the sliding mode
manifold S under equivalent control governed by
the following equation

(49)

These equations are the same as the ideal sliding mo-
de equations. If uncertain vector satisfy matching
conditions ∆f = Bλ the equations of motion will not
depend on ∆f.

Assume now the system (44) but with additional
uncertainty in the plant gain matrix. Suppose that 
only nominal value B of the gain matrix 
is known, and that control input is calcu-
lated without computational delay. In this case one
can write

(50)

To ensure the convergence of to 

zero it is enough to satisfy inequality

With a fact that inter-sampling change of the

is of O(T) order, matrix ∆B should 

satisfy and consequently, for some k>N

it becomes and according to

the previous analysis σ(kT)→ 0. 

Further we shall analyze the behavior of the sys-
tem with approximated. First for systems without
computational delay in which the measurement is
taking place at t = kT − and control is delivered at
t = kT +, one can find
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After some algebra one can finally obtain

(51)
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By restricting ∆B to satisfy inequality ,
and from the fact that intersampling change of a con-
tinuous function is of O(T) order, the sampling pe-
riod should be selected so that

(52)

which ensures that for some k > N the motion of
the system will be described by

(53)

This equation is the same as for the system without
uncertainties. The motion on the manifold S is de-
scribed by the equations of a system with an ideal
sliding mode on manifold (2).

To illustrate the sensitivity of the system with re-
spect to the combined uncertainties (dynamical and
the change of the plant gain) the load and gain in
system (19) has been changed according to the fol-
lowing expressions

the load:
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Fig. 7 Transients for the system with variable dynamics, time varying plant gain and time varying controller gain



the plant gain

λ = 4 + 0.8 ⋅ sin(25.16 t).           (55)

In the experiments the approximated value of
the controller gain

(56)

has been used, instead the correct value of the con-
troller gain (1/λT). Both the value and the frequen-
cy are changed. The simulation results are depicted
in Figure 7 for a step change in reference 0.01, rad,
at t = 0. Sliding line is determined by C = 100 and
the Lyapunov function decay coefficient is d11= 800.
The controller is defined as in (30) with gain (56).
The time change of the output, the phase plane
transient, the control error, control input, the plant
gain and the controller gain are depicted. By com-
parison with diagrams (a) in Figure 4 it can be con-
cluded that all properties of the system motion are
preserved. No visible influence in the change of the
system dynamics and the system gain on the closed
loop behavior can be observed. The transients con-

1 1
4 1 0 55 6( . sin( . ))T t Tλ

≈
+ ⋅ ⋅

firm theoretical prediction and rejection of the un-
certainties is confirmed. 

In Figure 8 the step change in the position refe-
rence for plant (19) with load (54) and gain (55) is
depicted under controller (30) with constant gain
equal to (1/8T). Sliding line is determined by
C = 100 and the Lyapunov function decay coefficient
is d11= 800. The time transients (the position change
the control error and the control input) do not
show big changes in comparison with results shown
in Figure 7 or Figure 2 (c). The biggest change is vi-
sible in the phase plane transient with small oscilla-
tion around the sliding line. This show the capabili-
ty of the proposed controller to reject the matched
dynamical and parameter uncertainties, and confirm
theoretically predicted behavior. 

In the previous analysis the exact information
about state vector has been assumed. The measure-
ment of the state vector is sometimes to complicated
and state observers are used to restore not measur-
able part of the state vector. The behavior of the
proposed algorithm in the systems with state obser-
vers will be analyzed in the following section.
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Fig. 8 Transients for the system (19) with variable dynamics, time varying plant gain and constant controller gain



6 SYSTEMS WITH STATE OBSERVERS

Assume that the sliding mode manifold is con-
structed using output of a stable state observer.
Then (2) can be expressed as

(57)S x x 0 x x G
x

= = = + ={ }: ( , ) , , ,σ ε σt ¶
¶

x

where ε is the error in the state vector estimation.
Assume that observation error is governed by the
stable dynamics such that εε and fε(εε, t) 

tend to zero. Further we will assume that σ(x, t) is li-
near transformation with respect to x. Then time 

derivative  can be calculated as( )
d
, t
t

σ x

( )d
d

, t
t ε= fεε εε
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Fig. 9.a Experimental robotic manipulator

Fig. 9.b Phase plane transient for a step change in reference

Fig. 9.c Transients for a step change in reference position for the 
second link Fig. 9.e The tracking of the cosine reference for the second link

Fig. 9.d Transients for a step change in reference for second link
and  sinusoidal changes of the third link position



It follows that reaching stage is influenced by the
observer dynamics, adding some restrictions on the
rate of change of the distances from the sliding
mode manifold. After the transient in observer re-
cedes, the dynamics of the closed loop system is
the same as for the system without state observer.

In Figures 9 a,b,c,d and e the experimental re-
sults for direct drive robot control are presented.
The joint position is measured and velocities are
estimated using stable reduced order Luenberger
state observer. The transient for a step change and
the sinusoidal change in the second link reference
are  depicted along with experimental robot. For all
experiments the controller has the structure defined
by (30) with controller gain (1/4T), the slope of the
sliding line C = 20, the Lyapunov function decay
d11 = 100, and the sampling interval T = 0.001, sec.
The phase plane transient for a step change in the
second link reference position is depicted, the cor-
responding time transients in position, control error
and the torque component of the motor current are
depicted in at the time diagram. All transients are
showing predicted behavior. The controller, with es-
timated velocity, is capable of stabilizing the motion
of the system on the selected manifold. Very good
external disturbance rejection capabilities can be
observed at the diagrams showing step change in
the second link reference while the third link refe-
rence is selected to provide oscillation in third link
position for a half of radian. The tracking capabili-
ties are illustrated at the diagram with cosine chan-

ge of the second link reference. High accuracy of
the system can be observed in all experiments. The
depicted current is proportional to the joint torque.
As it can be observed chattering is indeed eliminat-
ed in the system.  

7 CONCLUSIONS

A new method of discrete-time sliding mode con-
trol system is presented with the aim to avoid cal-
culation of the equivalent control, to alleviate the
effect of uncertainties and to remove the chattering
in the sampled-data systems with sliding mode. A
design procedure is developed witch allows the con-
troller design without transformation of the control
plant description to the sampling-data form. The
upper bound for the sampling interval is determi-
ned. The stability of the system with and without
computational delay is proven, the robustness of
the system with respect to the plant parameters
change and the behavior of the system with state
observers is discussed in details.

Unlike other approaches to discrete-time sliding
modes proposed design method does not require
the calculation of the discrete-time equivalent con-
trol. Like in continues time sliding mode design,
proposed approach is based on the information
about the value of sliding mode function. In addi-
tion to this the structure of the plant gain matrix is
required to properly select the controller gain. It
has been demonstrated that system is robust against
the changes of the value of the plant gain.

Two design parameters are important, the struc-
ture of the switching function (represented by ma-
trix G) and the rate of change of the candidate
Lyapunov function (represented by matrix D). The
influence of these parameters is discussed and veri-
fied by simulation. From the robustness analysis fol-
lows that the time change of the design parameters
is acceptable. The proposed algorithm is very suit-
able for the application of some sort of self-tuning
procedures (Fuzzy of NN) to these two parameters.
More work in this direction has to be done in or-
der to clarify all mathematical stability conditions.

The experimental and simulation results are pre-
sented to clarify the design procedure and the fea-
tures of the proposed algorithm. 
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Klizni re`imi u diskretnim sustavima upravljanja. Primjena algoritama kliznih re`ima rada, koji spadaju u
grupu algoritama s promjenljivom strukturom upravljanja, mo`e u diskretnim sustavima upravljanja rezultirati ne`e-
ljenim oscilacijama regulirane varijable. U svrhu sprije~avanja ovih oscilacija u radu je predlo`en jedan novi pristup
u sustavu upravljanja s kliznim re`imom rada. Predlo`enim postupkom eliminira se ra~unanje ekvivalentnog uprav-
ljanja, smanjuje utjecaj neodre|enosti sustava i zna~ajno smanjuju oscilacije izlazne regulirane varijable. Postupak
je jednako primjenljiv na linearne i na nelinearne sustave. On omogu}uje sintezu sustava bez transformacije u
diskretnu formu (z-podru~je). Gornja granica vrijednosti vremena uzorkovanja odre|ena je iz zahtjeva za ograni~e-
njem promjene funkcije klizanja unutar vremena intervala uzorkovanja. Analiziran je sustav s estimatorom stanja.
Kao pokazatelj kvalitete predlo`enog algoritma prikazani su simulacijski i eksperimentalni rezultati ispitivanja.  

Klju~ne rije~i: vremenski diskretni sustav, linearni sustav, sinteza po Ljapunovu, klizni re`im, sustavi s promjenlji-
vom strukturom

AUTHORS’ ADDRESSES:

Prof. Dr. Asif [abanovi}, Professor
Sabanci University,
Faculty of Engineering and Natural Sciences 
34956 Istanbul-Tuzla, Turkey
Tel +90 216 483 9502
Fax +90 216 483 9550
e-mail: asif@@sabanciuniv.edu

Dr. Nadira [abanovi}
Sabanci University,
Faculty of Engineering and Natural Sciences 
34956 Istanbul-Tuzla, Turkey
Tel +90 216 483 9542
Fax +90 216 483 9550
e-mail: nadira@@sabanciuniv.edu

Karel Jezernik, Professor
University of Maribor – FERI
Maribor, Slovenia
Tel +385 2 220 7500
e-mail: karel.jezernik@@uni-mb.si

Received: 2003−11−14


