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ABSTRACT. We prove a generalization of Iseki’s transformation formula, which is basically a transformation formula for infinite products with certain variable exponents. We note that an infinite number of transformation formulae may be derived from this generalization and, as a corollary, a particular case is given.

1. Introduction

Sho Iseki’s proof of the Dedekind transformation formula is well-known and appears in many textbooks ([1, 12, 14]). It uses the following fundamental formula which we recall here.

**Theorem 1.1 (S. Iseki).** Set

\[
\lambda(x) := -\log(1 - e^{-2\pi x}) = \sum_{m=1}^{\infty} \frac{e^{-2\pi mx}}{m},
\]

\[
\Lambda(\alpha, \beta, z) := \sum_{r=0}^{\infty} (\lambda((r + \alpha)z - i\beta) + \lambda((r + 1 - \alpha)z + i\beta)),
\]

\[
g(\alpha, \beta, z) := -\pi z(\alpha^2 - \alpha + \frac{1}{6}) + \frac{\pi}{z} (\beta^2 - \beta + \frac{1}{6}) + 2\pi i (\alpha - \frac{1}{2})(\beta - \frac{1}{2}).
\]

Assume that \(0 < \text{Re}(z)\). If \(0 \leq \alpha \leq 1\) and \(0 < \beta < 1\), or, \(0 \leq \beta \leq 1\) and \(0 < \alpha < 1\), then

\[
(1.1) \quad \Lambda(\alpha, \beta, z) - \Lambda(1 - \beta, \alpha, 1/z) = g(\alpha, \beta, z).
\]
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Notice the following trivial properties
\begin{align}
\Lambda(\alpha, \beta, z) &= \Lambda(1 - \alpha, 1 - \beta, z), \\
\Lambda(\alpha, \beta, z) &= \Lambda(\alpha, \beta + 1, z).
\end{align}

Below we give a generalization of the above formula. For this we introduce the function \( \Lambda_0(\alpha, \beta, z, \xi, \theta) \), a generalization of Iseki’s function \( \Lambda(\alpha, \beta, z) \).

Our main result, Theorem 2.1, namely formula (2.2), is a generalization of Iseki’s transformation formula (1.1). Indeed (1.1) can be easily recovered from (2.2) as explained in Remark 2.5.

There exists many transformation formulae in the literature related (or not) to modular forms. We do not pretend to be exhaustive but we mention for example [11, chapter 2], [13, chapter 4], and the papers [5–7] (the first paper contains abundant references up to 1977). S. Ramanujan has stated many wonderful transformation formulae in his notebooks. These have been proved thanks to B. Berndt work: see [2, chapters 14 and 15], [3, chapters 28, 30], and [4] and references therein. For example a very interesting generalization of a certain transformation formula of S. Ramanujan has been given on [3, page 327] in joint work with R. J. Evans. Also we mention the deep papers [8–10] where many modular functions and/or Hauptmodul for certain subgroups are given in product form.

Two points of interest concerning formula (2.2) are worth noting.

Firstly, formula (2.6) (see Remark 2.3) below shows that part of formula (2.2) is, with certain parameters, the logarithm of infinite products with certain variable exponents. Thus (2.2) may be seen as a transformation formula for this infinite product.

Secondly, if one differentiates (2.2) with respect to the variable \( \theta \) then one obtains a new transformation formula (involving polylogarithms and other functions). This is explained in Remarks 2.5 and 2.6. A particular example of this, involving the dilogarithm, is given in the corollary below.

We discovered formula (2.2) when trying to obtain some kind of transformation formulae for products with (basically) a geometrical exponent. Our result, which we believe is new, is a more modest one and perhaps (though we do not know for sure) it is related to modular forms in some sense.

### 2. A generalization of Iseki’s formula

Set
\[ \gamma = \gamma(\theta) := e^{-2\pi \theta}. \]

Using the abbreviation \( e(x) := e^{2\pi ix} \), we define
\[ \Lambda_0(\alpha, \beta, z, \xi, \theta) := \sum_{m=1}^{\infty} \frac{\gamma^\alpha e^{-2\pi maz} e(\beta m)}{(1 - \gamma e^{-2\pi m})(m + \xi)} + \sum_{m=1}^{\infty} \frac{\gamma^{\alpha - 1} e^{-2\pi m(1 - \alpha)z} e((1 - \beta)m)}{(1 - \gamma^{-1} e^{-2\pi m})(m - \xi)}, \]
\[ g_0(\alpha, \beta, z, \theta) := \frac{z e^{(\alpha \theta i)}}{\theta (e^{i\theta} - 1)} + \frac{e^{-\beta \theta / z}}{(e^{-\theta / z} - 1)} \left( \frac{2\pi i(\alpha - \frac{1}{2})}{z} + \frac{2\pi e(-\theta(1 + \beta)/z)}{z (e^{-\theta / z} - 1)^2} \right). \]

Notice that for fixed \( \alpha, \beta, \gamma, z \) such that \( 0 < \text{Re}(z), 0 < \alpha, \beta < 1, m \pm \xi \neq 0, 1 - \gamma^{\pm 1} e^{-2\pi m z} \neq 0 \), if \( m = 1, 2, 3, \ldots \), then the right side of (2.1) converges absolutely (indeed, uniformly in the variable \( z \) with the other variables fixed if we add \( 0 < \epsilon < \text{Re}(z) \)).

Our main result is the following:

**Theorem 2.1.** Let \( \Lambda_0 \) and \( g_0 \) be defined by (2.1). If \( 0 < \text{Re}(z), 0 < \alpha, \beta < 1 \) then

\[ (2.2) \quad \Lambda_0(\alpha, \beta, z, \xi, \theta) = \Lambda_0(1 - \beta, 1 - \alpha, z, -\xi, -\theta) = g_0(\alpha, \beta, z, \theta). \]

The function \( \Lambda_0 \) is a generalization of Iseki’s function \( \Lambda \). Indeed

\[ (2.3) \quad \Lambda_0(\alpha, \beta, z, 0, 0) = \Lambda(\alpha, \beta, z). \]

This follows from the definitions of the \( \Lambda \)'s and

\[ (2.4) \quad \sum_{r=0}^{\infty} \sum_{m=1}^{\infty} \frac{e^{2\pi i m \beta}}{m} e^{-2\pi m (r + \alpha) z} = \sum_{m=1}^{\infty} \frac{e^{2\pi i m \beta}}{m} e^{-2\pi m z r}. \]

Some remarks are in order:

**Remark 2.2.** The following properties, similar to those in (1.2), are easily seen from (2.1):

\[ (2.5) \quad \Lambda_0(\alpha, \beta, z, \xi, \theta) = \Lambda_0(1 - \alpha, 1 - \beta, z, -\xi, -\theta), \]

\[ \Lambda_0(\alpha, \beta, z, \xi, \theta) = \Lambda_0(\alpha, \beta + 1, z, \xi, \theta). \]

**Remark 2.3.** Notice the following closed form formulas for \( \Lambda_0(\alpha, \beta, z, \xi, \theta) \) when \( \xi = 0, 1/2 \) in connection to formula (2.2) (recall \( \gamma = \gamma(\theta) := e^{-2\pi \theta} \)).

**Lemma 2.4.** Let \( \theta \) be real, \( 0 < \alpha, \beta < 1 \) and assume that \( z \) is real, positive and large enough. Set \( x_n := x_n(\alpha, \beta) = e^{-2\pi ((n+\alpha)z - i\beta)}, x'_n := x'_n(\alpha, \beta) = x_n(1 - \alpha, 1 - \beta) \). Then

\[ (2.6) \quad \Lambda_0(\alpha, \beta, z, 0, \theta) = \log \left( \prod_{n=0}^{\infty} \frac{1 - e^{-2\pi ((n+\alpha)z - i\beta)}}{1 - e^{-2\pi ((n+1-\alpha)z - i(1-\beta))}} \right)^{\gamma^{n+\alpha}}. \]
\[ \Lambda_0(\alpha, \beta, z, \frac{1}{2}, \theta) = -\frac{2\gamma^\alpha}{1-\gamma} + \log \prod_{n=0}^{\infty} \left( \frac{1 + \sqrt{x_n}}{1 - \sqrt{x_n}} \right)^{\frac{x_n^{\alpha + n}}{\sqrt{x_n}}} + \log \prod_{n=0}^{\infty} \left( \frac{1 + \sqrt{x_n}'}{1 - \sqrt{x_n}'} \right)^{\frac{x_n'^{\alpha - 1 - n}}{\sqrt{x_n}'}}. \]  

**Remark 2.5.** We notice that the first terms of the Taylor series of the function \( g_0 \) in the variable \( \theta \) around zero are given by

\[ g_0(\alpha, \beta, z, \theta) = g(\alpha, \beta, z) + \frac{\pi^2 \theta}{6z^2} \left( -4i(\beta - 1)\beta(2\beta - 1) + (2\alpha - 1)(1 + 6\beta(\beta - 1))z + 2(\alpha - 1)(2\alpha - 1)z^3 \right) + O(\theta^2), \]

where \( g(\alpha, \beta, z) \) is the function defined in Theorem 1.1. Thus, thanks to (2.8) and (2.3), one recovers Iseki’s formula (1.1) if one makes \( \theta \to 0 \) in (2.2).

The coefficients of the above Taylor’s series of \( g_0 \) in \( \theta \) are rational functions of the variables \( z, \alpha, \beta \) (Note: This is easily seen from the well-known expansion \( \frac{1}{e^x - 1 + \frac{x^2}{2!}} = \sum_{m=0}^{\infty} B_{2m} x^{2m} / (2m)! \), where \( B_{2m} \) are the Bernoulli numbers). This is important due to the following remark.

**Remark 2.6.** Formula (2.2) has the following nice property. Transformation formulas may be obtained in the following way: differentiate (2.2) \( n \) times with respect to \( \theta \) and then let \( \theta \to 0 \).

Thus Iseki’s formula (1.1), by Remark 2.5, is the first case, that is \( n = 0 \), and the following corollary is the case \( n = 1 \).

The following closed form formulas (2.9), (2.10) used in the corollary are proved together with it in section 5 (recall that the definition of the dilogarithm function is \( \text{Li}_2(z) = \sum_{n=1}^{\infty} \frac{z^n}{n^2} \)).

\[ \frac{\partial \Lambda_0(\alpha, \beta, z, 0, 0)}{\partial \xi} = -\sum_{r=0}^{\infty} \text{Li}_2(e^{-2\pi(\alpha + r)z}e(\beta)) + \sum_{r=0}^{\infty} \text{Li}_2(e^{-2\pi(1-\alpha + r)z}e(1 - \beta)), \]

and

\[ \frac{\partial \Lambda_0(\alpha, \beta, z, 0, 0)}{\partial \theta} = -2\pi \alpha \Lambda(\alpha, \beta, z) + 2\pi \sum_{r=0}^{\infty} \lambda((r + 1 - \alpha)z - i(1 - \beta)) + 2\pi \log \left( \prod_{r=1}^{\infty} \frac{(1 - e(\beta)e^{-2\pi(r + \alpha)z})^r}{(1 - e(1 - \beta)e^{-2\pi(r + 1 - \alpha)z})^r} \right). \]
Corollary 2.7. If $0 < \text{Re}(z)$, $0 < \alpha, \beta < 1$ then the following formula holds

\[
\left(\frac{1}{z} \frac{\partial \Lambda_0(\alpha, \beta, z, 0, 0)}{\partial \xi} + \frac{\partial \Lambda_0(\alpha, \beta, z, 0, 0)}{\partial \theta} + \left(\frac{i}{z}\right) \frac{\partial \Lambda_0(1 - \beta, \alpha, 1/z, 0, 0)}{\partial \theta}\right) = \frac{\pi^2}{6z} \left(-4i(\beta - 1)\beta(2\beta - 1) + (2\alpha - 1)(1 + 6\beta(\beta - 1))z + 2(\alpha - 1)\alpha(2\alpha - 1)z^3\right).
\]

3. Proof of Theorem 2.1

The proof follows Iseki’s proof closely. In a certain sense Iseki’s proof is based on the identity

\[
\frac{1}{n(\gamma + im + \theta/n)} = \frac{1}{imn} + \frac{z}{m(m - izn)}.
\]

Now making the change $z \to z + \theta/n$ gives the following formula

\[
\frac{1}{n(\gamma + im + \theta)} = \frac{1}{imn} + \frac{z}{m(m - izn - i\theta)} + \frac{\theta}{nm(m - izn - i\theta)}.
\]

This will be used later and it will be the heart of our proof.

We start with the following well-known Fourier expansion (here and elsewhere $\sum_n$ means $\lim_{N \to \infty} \sum_{n=-N,n \neq 0}^N$ valid for $0 < m, 0 < z, 0 < \alpha < 1$ ([Ise]):

\[
e^{-2\pi\alpha zm} \frac{1}{1 - e^{-2\pi zm}} = \frac{1}{2\pi} \sum_n \frac{e(\alpha n)}{zm + in}.
\]

Making the change $z \to z - \frac{\log(\gamma)}{2\beta m}$, (where $\gamma := \gamma(\theta) = e^{-2\pi \theta}$), multiplying by $e(\beta m)/m$ and adding from $m = 1$ to infinity gives

\[
\sum_{m=1}^{\infty} \frac{\gamma^\alpha e^{-2\pi\alpha zm}}{1 - \gamma e^{-2\pi zm}} \frac{e(\beta m)}{m}
\]

\[
= \frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{e(\beta m)}{(zm + \theta)m} + \frac{1}{2\pi} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{e(\alpha n + \beta m)}{m(zm + in + \theta)} + \frac{1}{2\pi} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} A_{m,n,\theta,\alpha,\beta,z}
\]

where

\[
A_{m,n,\theta,\alpha,\beta,z} := \frac{e(\alpha n + \beta m)}{m(zm + in + \theta)}
\]
If in formula (3.3) one makes $\alpha \to 1 - \alpha$, $\beta \to 1 - \beta$, $\theta \to -\theta$ then one gets

$$
\sum_{m=1}^{\infty} \frac{\gamma^{-(1-\alpha)} e^{-2\pi(1-\alpha)z m}}{(1 - \gamma^{-1} e^{-2\pi z m})} e(\gamma (1 - \beta) m) m
$$

(3.4)

$$
= \frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{e((1 - \beta) m)}{(zm - \theta) m} + \frac{1}{2\pi} \sum_{m=-1}^{\infty} A_{m,n,\theta,\alpha,\beta,z}.
$$

Thus, adding (3.3) and (3.4) and using the definition of $\Lambda_0$, we find that

$$
\Lambda_0(\alpha, \beta, z, 0, \theta) = \frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{e(\beta m)}{(zm + \theta) m} + \frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{e((1 - \beta) m)}{(zm + \theta) m}
$$

(3.5)

$$
+ \frac{1}{2\pi} \sum_{m} \sum_{n} A_{m,n,\theta,\alpha,\beta,z}.
$$

Now, using the following well-known formulas valid for $0 < \beta < 1$,

$$
\sum_{m} e^{-(m\beta)} = \frac{2\pi i}{\xi} e^{(\beta \xi)} e^{(-1)} \xi,
$$

(3.6)

$$
\sum_{m} \frac{e(-m\beta)}{m + \xi} = \frac{\pi i (2\beta - 1)}{\xi},
$$

(3.7)

one calculates

$$
\frac{1}{2\pi} \sum_{m} \frac{e(\beta m)}{(zm + \theta) m} = \frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{e(\beta m)}{(zm + \theta) m} + \frac{1}{2\pi} \sum_{m=1}^{\infty} e((1 - \beta) m)
$$

(3.8)

$$
= \frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{e(\beta m)}{\theta m} \left( \frac{1}{m} - \frac{1}{m + \frac{\theta}{z}} \right) + \frac{1}{2\pi} \sum_{m=1}^{\infty} \frac{e(-\beta m)}{(-\theta) m} \left( \frac{1}{m} - \frac{1}{m + \frac{\theta}{z}} \right)
$$

$$
= -\frac{2\pi i}{\theta} \left( \beta - \frac{1}{2} - \frac{e(-\beta \theta/z)}{e(-\theta/z) - 1} - \frac{z}{2\pi i \theta} \right).
$$

Set

$$
h_{\beta, z, \theta} := -\frac{2\pi i}{\theta} \left( \beta - \frac{1}{2} - \frac{e(-\beta \theta/z)}{e(-\theta/z) - 1} - \frac{z}{2\pi i \theta} \right).
$$

Therefore the above formula (3.5) can be written more compactly as

$$
\Lambda_0(\alpha, \beta, z, 0, \theta) = h_{\beta, z, \theta} + \frac{1}{2\pi} \sum_{m} \sum_{n} A_{m,n,\theta,\alpha,\beta,z}.
$$

(3.9)

Next we look at the last double sum of (3.9). Note that

$$
\sum_{m} \sum_{n} A_{m,n,\theta,\alpha,\beta,z} = \sum_{n} \sum_{m} A_{m,n,\theta,\alpha,\beta,z}.
$$

(3.10)
This can be proved as in [Ise] and its proof is left to the reader. Using this and (3.1), we find that

\[
\sum_m \sum_n A_{m,n,\theta,\alpha,\beta, z} = \sum_m \sum_n A_{n,m,\theta,\alpha,\beta, z}
\]

\[
= \frac{1}{i} \left( \sum_n \frac{e(\beta n)}{n} \right) \left( \sum_m \frac{e(\alpha m)}{m} \right) + \sum_m \sum_n \frac{ze(\alpha m + \beta n)}{m(m - izn - i\theta)}
\]

\[
+ \sum_m \sum_n \frac{\theta e(\alpha m + \beta n)}{nm(m - izn - i\theta)}
\]

\[
= \frac{(2\pi i)^2}{i} (\alpha - \frac{1}{2})(\beta - \frac{1}{2}) + \sum_m \sum_n A_{m,n,\theta/2,1-\beta,\alpha,1/2}
\]

\[
+ \sum_m \sum_n B_{m,n,\theta,\alpha,\beta}
\]

where we write

\[
B_{m,n,\theta,\alpha,\beta} := \frac{\theta e(\alpha m + \beta n)}{nm(m - izn - i\theta)}.
\]

But

\[
\sum_m \sum_n B_{m,n,\theta,\alpha,\beta} = \sum_n \sum_m B_{m,n,\theta,\alpha,\beta}
\]

(3.12)

\[
= \sum_{n=1}^{\infty} \sum_m B_{m,n,\theta,\alpha,\beta} + \sum_{m=1}^{\infty} \sum_n B_{m,n,\theta,\alpha,\beta}
\]

\[
= \sum_{n=1}^{\infty} \sum_m (B_{m,n,\theta,\alpha,\beta} + B_{m,n,\theta,1-\alpha,1-\beta}),
\]

and

\[
\sum_{n=1}^{\infty} \sum_m B_{m,n,\theta,\alpha,\beta} = \sum_{n=1}^{\infty} \left( \sum_m \frac{e(\alpha m)}{m(m - izn - i\theta)} \right) \theta e(\beta n)
\]

(3.13)

Also, we notice the formula

\[
\sum_m \frac{e(\alpha m)}{m(m - izn - i\theta)} = 2\pi \frac{e^{-2\pi \alpha (zn + \theta)}}{(zn + \theta)(1 - e^{-2\pi (zn + \theta)})} - \frac{1}{(zn + \theta)^2} + \frac{\pi(2\alpha - 1)}{(zn + \theta)},
\]

(3.14)

which will be proved later.
Using (3.12), (3.13) and (3.14) one gets
\[
\sum_m \sum_n B_{m,n,\theta,\alpha,\beta} = 2\pi \sum_{n=1}^{\infty} \frac{\theta e^{-2\pi \alpha (zn+\theta)} e(n\beta)}{n(zn+\theta)(1-e^{-2\pi (zn+\theta)})} - 2\pi \sum_{n=1}^{\infty} \frac{\theta e^{-2\pi (1-\alpha)(zn-\theta)} e(n(1-\beta))}{n(zn-\theta)(1-e^{-2\pi (zn-\theta)})} - \theta \sum_n \frac{e(n\beta)}{n(zn+\theta)^2} + \theta (2\alpha - 1) \pi \sum_n \frac{e(n\beta)}{n(zn+\theta)}.
\]  
(3.15)

For these last two sums one uses (3.8) and the derivative of (3.8) with respect to $\theta$. For the first two sums one uses the definition of $\Lambda_0$ with the identity
\[
\frac{1}{n+1/z} = \frac{\theta}{n(zn+\theta)},
\]
giving
\[
\sum_m \sum_n B_{m,n,\theta,\alpha,\beta} = 2\pi \Lambda_0(\alpha, \beta, z, 0, \theta) - 2\pi \Lambda_0(\alpha, \beta, z, \theta/z, \theta)
\]
(3.16)
\[+ 2\pi \theta \frac{\partial}{\partial \theta} h_{\beta,z,\theta} + \theta (2\alpha - 1) 2\pi^2 h_{\beta,z,\theta}.
\]

The chain of equalities (3.9), (3.11), (3.16) gives
\[
\Lambda_0(\alpha, \beta, z, 0, \theta) = h_{\beta,z,\theta} + \frac{1}{2\pi} \left( \frac{2\pi i}{i} \right) (\alpha - \frac{1}{2})(\beta - \frac{1}{2}) + \frac{1}{2\pi} \sum_m \sum_n A_{m,n,-i\theta/z,1-\beta,\alpha,1/z} + \Lambda_0(\alpha, \beta, z, 0, \theta)
\]
\[- \Lambda_0(\alpha, \beta, z, \theta/z, \theta) + \theta \frac{\partial}{\partial \theta} h_{\beta,z,\theta} + \theta (2\alpha - 1) \pi h_{\beta,z,\theta}.
\]

Finally, canceling $\Lambda_0(\alpha, \beta, z, 0, \theta)$ from both sides in the above formula and using (3.9) one has
\[
0 = h_{\beta,z,\theta} + \frac{1}{2\pi} \left( \frac{2\pi i}{i} \right) (\alpha - \frac{1}{2})(\beta - \frac{1}{2}) + \Lambda_0(1 - \beta, \alpha, 1/z, 0, -i\theta/z)
\]
\[- h_{\alpha,1/z,-i\theta/z} - \Lambda_0(\alpha, \beta, z, \theta/z, \theta) + \theta \frac{\partial}{\partial \theta} h_{\beta,z,\theta} + \theta (2\alpha - 1) \pi h_{\beta,z,\theta}.
\]

This is formula (2.2) after a slight simplification.

We prove (3.14). Subtract the following two identities
\[
2\pi \frac{e^{-a2\pi \alpha}}{1-e^{-2\pi a}} = \frac{1}{a} \sum_m \frac{e^{im2\pi \alpha}}{a+im},
\]
\[
\pi - 2\pi \alpha = \sum_m \frac{e^{im2\pi \alpha}}{im}.
\]

This gives (3.14), if one puts $a = zn + \theta$, and ends our proof.
4. Proof of Lemma 2.4

Formulas (2.6) and (2.7) follow easily from the definition of $\Lambda_0$. Indeed,

$$\sum_{m=1}^{\infty} \gamma^\alpha e^{-2\pi m \alpha z} e(\beta m) = \sum_{m=1}^{\infty} \gamma^\alpha e^{-2\pi m \alpha z} e(\beta m) \sum_{r=0}^{\infty} \gamma^r e^{-2\pi m rz}$$

$$= \sum_{r=0}^{\infty} \gamma^{\alpha + r} \sum_{m=1}^{\infty} e^{-2\pi ((\alpha + r) z - i\beta) m}$$

$$= - \sum_{r=0}^{\infty} \gamma^{\alpha + r} \log(1 - e^{-2\pi ((\alpha + r) z - i\beta)}) .$$

Formula (2.6) follows easily from this.

Formula (2.7) follows similarly using the identities:

$$\sum_{n=1}^{\infty} \frac{x^n}{n + \frac{1}{2}} = -2 + \frac{1}{\sqrt{x}} \log \frac{1 + \sqrt{x}}{1 - \sqrt{x}} ,$$

$$\sum_{n=1}^{\infty} \frac{x^n}{n - \frac{1}{2}} = \sqrt{x} \log \frac{1 + \sqrt{x}}{1 - \sqrt{x}} .$$

5. Proofs of Corollary 2.7 and Formulas (2.9) and (2.10)

The corollary, that is formula (2.11), is obtained differentiating (2.2) with respect to $\theta$, letting $\theta \to 0$ and using (2.8).

Formulas (2.9) and (2.10) are easy to prove. The proof of (2.9) is similar to (2.4), and is left to the reader. To prove (2.10) one needs the identity

$$- \log \left( \prod_{r=1}^{\infty} (1 - e(\beta) e^{-2\pi (\alpha + r) z})^r \right) = \sum_{r=1}^{\infty} \sum_{m=1}^{\infty} \frac{r e^{2\pi im\beta}}{m} e^{-2\pi rm(\alpha + 1) z}$$

$$= \sum_{m=1}^{\infty} \frac{e^{2\pi im\beta}}{m} (1 - e^{-2\pi mz})^2 .$$
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