Enhanced MO-PSO Preview Control of a Non-Linear Inverted Pendulum System
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Abstract – The use of advanced knowledge of reference can improve the tracking quality and performance of transient response of a control system and the systems using such information are called preview control systems. This paper explains the implementation of preview control methodology available in literature, i.e. DARE and LMI-based approaches for a non-linear system. The design of a multi-objective preview controller for a non-linear inverted pendulum system based on the MO-PSO (Multi-Objective Particle Swarm Optimization) algorithm. The proposed algorithm uses a modified objective function to deal with multiple objectives and replaces infeasible solutions by feasible ones with the help of the concept of brood generation in the MBO (Marriage in Honey Bees) algorithm. The use of the notion of brood generation strengthens the algorithm by making the solutions not fall into local optima. The design methods are verified, for time response and robustness and stability parameters, on a benchmark nonlinear model of inverted pendulum. Simulations are carried out on a MATLAB platform. The test results verify the potential of the proposed MO-PSO procedure as per the quality of the solution obtained in terms of multiple objectives considered for the design problems.
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1. INTRODUCTION

Preview control is a field well suited for application to systems that have reference signals known a priori. The use of advance knowledge of a reference signal can improve the tracking quality of the concerned control system. The field of preview control has attracted many researchers as its applications include guidance of autonomous vehicles, robotics and process control. A full information linear longitudinal missile guidance problem is posed and solved by Farooq and Limbeer [1] using a linear quadratic regulator (LQR) framework and state-space augmentation techniques. This work is extended to the output feedback case by Farooq et al. [2]. Marzbanrad et al. [3] considered the design of an active earthquake suspension system for a building, under the assumption that remote measurements of ground vibrations are available. Automatic path planning and handling dynamic environments are the key areas of research in the field of robotics. The use of future information on the path to be tracked (curvature of the path) is proposed to be used for improvement in performance of the tracking system for wheeled mobile robots by Kadakkal et al. [4]. The use of preview control is also reported for the precise control of various process elements, some of them being a linear brushless DC motor [5], an electromechanical valve actuator [6] and a three-phase induction motor [7]. Despite a large number of publications on the subjects of preview control, no discussions show the capability of use of preview control for non-linear systems. This paper presents the use of classical preview control theory for non-linear systems. It also presents a novel PSO-based approach to design of a multi-objective preview controller for a non-linear inverted pendulum system.

A classical solution of the preview control problem is given by using $H_\infty$ control and state augmentation, solved using the algebraic Riccati equation. The mathematical formulation and solution of the $H_\infty$ preview control problem is given by A. Kojima et al. and G. Tadmor et al., for preview compensation, output feedback setting and fixed lag smoothing [8-11]. A discrete version of the preview control problem and
its various issues are studied with numerical examples by Polyakov et al. [12]. Y. Kuroiwa et al. have analysed the H∞ preview control problem for the systems with delay [13]. Analysis and design of H∞ preview tracking control systems and their various variations using state augmentation have also been studied [1, 14-15].

The solutions to all problems are given using the algebraic Riccati equation for the continuous and discrete algebraic Riccati equation for discrete – time systems. Takaba [16-17] addressed the problem of the robust LQ/H∞ servomechanism design with preview action for polytopic uncertain systems using linear matrix inequalities. Liao [18] has also designed the LMI-based preview control against actuator faults.

This paper discusses the implementation of preview control methodology available in literature, i.e. DARE and LMI-based approaches for a non-linear system. The design of a multi-objective preview controller for a non-linear system based on the MO-PSO (Multi-Objective Particle Swarm Optimization) technique is also presented and analysed in this paper. The paper is organised in five sections. The first section introduces literature and the objective of the paper. The solution methodologies for the preview control problem available in literature and the non-linear system model is explained in the second section. The next section introduces the multi-objective preview controller design methodology based on the improved PSO technique. The results are summed up in the fourth section and the conclusion is drawn in the last section.

2. PRELIMINARIES

A simple SISO preview tracking problem is shown in Figure 1. The preview control system has its control signal dependent on the present error between the reference signal and system output and the future information available for the reference signal or the disturbance and the present condition of system states.

![Fig. 1. Structure of the SISO Preview Tracking System](image)

A general discrete-time system is described by

\[ x(t + 1) = Ax(t) + Bu(t) + Ed(t) \]  

(1-a)

\[ z(t) = Cx(t) + Du(t), \]  

(1-b)

where \( x(t) \in \mathbb{R}^n \) and \( u(t) \in \mathbb{R}^m \) are the state vector and control input, respectively. The signal \( z(t) \in \mathbb{R}^p \) denotes the controlled output or the tracking error. Moreover, \( d(t) \in \mathbb{R}^l \) denotes the exogenous signal which can be considered as the reference signal or disturbance.

The purpose of preview control is to design a static controller in the form of

\[ u(t) = K_x x(t) + K_e e(t) + \sum_{i=0}^{\infty} K_d d(t+i), \]  

(2)

so that the following quadratic performance index is made satisfactorily small even in the presence of the exogenous input \( d \).

\[ J = \| z \|^2 = \sum_{i=0}^{\infty} \| z(t+i) \|^2 \]  

(3)

The first and second term on the right-hand side of controller equation (2) represent the static state feedback and preview compensation, respectively.

2.1. SOLUTION METHODOLOGIES

The solution of the above stated preview control problem can be obtained by state augmentation. The previewed information and the error signal between the reference and present output signal is made part of the system states. The augmented system now becomes

\[ \hat{x}(t+1) = F \hat{x}(t) + Gu(t) + Ld(t), \]  

(4-a)

\[ z(t) = H \hat{x}(t) + Du(t), \]  

(4-b)

and the augmented state vector is defined as

\[ \hat{x}(t) = \left[ x^T(t) \ x^T(t) \ x^T_d(t) \right]^T. \]  

(5)

The standard robust controller theory can now be invoked to design a preview controller for the augmented system.

2.1.1. METHOD I: USING DARE

The discrete algebraic riccati equation is one of the solutions to such problem and is explained by Takaba in his work [15]. For a positive constant \( \gamma \), there exists a stabilizing state feedback control with preview action satisfying the H∞ performance level

\[ \sup \left\| \frac{z}{d} \right\| < \gamma \]  

(6)

if and only if there exists a positive semi-definite stabilizing solution \( P \) to the following algebraic Riccati equation such that \( \mathbb{W} := \gamma^2 - EP > 0 \).
\[ P = F^T PF - \left[ G^T PF + D^T H \right] \]
\[ V^{-1}\left[ G^T PF + D^T H \right] + H^T H \quad (7-a) \]
\[ V = \begin{bmatrix} D^T D & 0 \\ 0 & -\gamma I \end{bmatrix} + \left[ L^T \right] P \begin{bmatrix} G & L \end{bmatrix} \quad (7-b) \]

In this case, one of the desired H\(_\infty\) preview controllers is given by
\[ \begin{bmatrix} K_1 & K_\infty \ldots & K_\infty \end{bmatrix} = -(D^T D + G^T \hat{P} G)^{-1}(G^T \hat{P} F + D^T H) \quad (8-a) \]
\[ \hat{P} = P + PLW^{-1}L^T P \quad (8-b) \]

2.1.2. METHOD II: USING LMIS

The LMI theory can also be applied to the augmented system for optimizing the solution for either H\(_2\) or H\(_\infty\) or both norms of the system [16-18]. The augmented system (4-a & 4-b) modified by applying state feedback control \( u(t) = K_x \xi(t) \) that yields
\[ \xi(t+1) = F_x \xi(t) + Lw(t), \quad (9-a) \]
\[ \xi(t) = H_x \xi(t), \quad (9-b) \]
where \( F_x = F + GK \) and \( H_x = H + JK \).

For a mixed H\(_2\)-H\(_\infty\) problem, it is assumed that the solution matrices of H\(_2\) and H\(_\infty\) LMIs are the same, i.e. \( X = X = X \_\infty \). This results in a conservative solution as a solution matrix has to satisfy both LMIs for the H\(_2\) and H\(_\infty\) norm simultaneously. The improvement in the result is possible if the above assumption is not made. The problem statement is described as below
\[ \min (\sup (w_1 \| T_x \| + w_2 \| T_\infty \|)), \quad (10) \]
subject to the constraints
\[ F_x X F_x - X + L^T L < 0 \quad (11) \]
\[ \begin{bmatrix} F_x \\ H_x \end{bmatrix} L^T \begin{bmatrix} X & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} F_x \\ H_x \end{bmatrix} - \begin{bmatrix} X & 0 \\ 0 & -\gamma^2 I \end{bmatrix} < 0, \]
\[ X > 0 \quad (12) \]
where \( w_1 \) and \( w_2 \) are the weights assigned by the designer, \( \| T_x \| \) is the highest limit on the H\(_2\) norm of the system (represented by \( \eta \)) and \( \| T_\infty \| \) is the highest limit on the H\(_\infty\) norm of the system (represented by \( \gamma \)).

2.2. SYSTEM FORMULATION

The inverted pendulum system is a complex multivariable, non-minimum and unstable, electromechanical system with severe non-linearity and its stabilizing control is the representative problem in the application of the control theory. It can reflect many significant control problems, such as the study of stability, non-linear system control and the robustness problem. Because of its characteristics, the inverted pendulum system is used to verify the efficacy of the control theory. This paper studies the effectiveness of preview control for the inverted pendulum system.

The inverted pendulum system [19] is depicted in Figure 2 and it consists of an inverted pendulum mounted on a motor-driven cart. The inverted pendulum is unstable in that it may fall over any time in any direction unless a suitable control force is applied. An assumption is made that the pendulum mass is concentrated at the end of the rod (the rod is massless) and the control force is applied to the cart. The system has one input, i.e. control force \( u \), and two outputs, namely, pendulum angle \( \theta \) and cart position \( x \).

The goal for the system is to keep the pendulum upright as much as possible and yet control the position of the cart.

With reference to Figure 2, applying Newton’s second law to the system motion results in the following non-linear dynamics of the system:
\[ (M + m) \ddot{x} - ml (\sin \Theta)^2 + ml (\cos \Theta) \ddot{\Theta} = u \quad (14-a) \]
\[ m \ddot{x} \cos \Theta + ml \ddot{\Theta} = mg \sin \Theta \quad (14-b) \]

Non-linear equations, with linearization condition \( \Theta = 0 \), can be linearized as
\[ M \ddot{x} + mg \dot{\Theta} = u \quad (15-a) \]
$M\ddot\Theta - (M+m)g\Theta \approx -u$  \hspace{1cm} (15-b)

State variables of the system are defined by, $x_i=\Theta$, $x_i=\dot{\Theta}$, $x_2=x$, $x_3=\ddot{x}$, where angle $\Theta$ indicates the rotation of the pendulum about point $P$ and $x$ is the location of the cart. From these definitions of variables and above equations the state space model can be framed. The discrete state space model of the system described by above equations is obtained with a sampling interval of $ts=0.1$ seconds. The preview controllers are designed using the linearized and discretized model of the inverted pendulum but are verified for effectiveness on its nonlinear model.

3. IMPROVED MO-PSO PREVIEW CONTROL DESIGN

A study about the criterion considered for preview controller design reveals that the considered transient behaviour is a secondary feature, as the objective function does not include the term that is directly a function of transient behaviour in the optimization problem using DARE and LMI based solutions. The classical solution methodology is not flexible enough to simultaneously include different types of objective functions like minimize cost, maximize performance, maximize reliability, etc. Thus, in this section, a PSO based multi-objective optimization algorithm is presented for preview controller design of the non-linear (discretized and linearized) inverted pendulum system.

Particle swarm optimization (PSO), a heuristic technique for automated optimization of multi-dimensional problems, was introduced by Kennedy and Eberhart [25-26]. It is inspired by the birds’ flocking behaviour. Instead of using evolutionary operators to manipulate the individuals, each individual in PSO flies in the search space with a velocity which is dynamically adjusted according to its own flying experience and its companions’ flying experience. Each individual is treated as a volume-less particle (a point) in the D-dimensional search space. The ith particle is represented as $X_i=(x_{i1}, x_{i2}, \ldots, x_{iD})$. The best previous position (the position giving the best fitness value) of the ith particle is recorded and represented as $P_i=(p_{i1}, p_{i2}, \ldots, p_{ii})$. The index of the best particle among all the particles in the population is represented by the symbol $g$. The rate of position change (velocity) for particle i is represented as $V_i=(v_{i1}, v_{i2}, \ldots, v_{ii})$. The particles are manipulated according to the following equation:

\begin{align}
    v_{i+1} & = w \cdot v_i + c_1 \cdot \text{rand}() \cdot (p_{best} - x_i) \\
    & + c_2 \cdot \text{rand}() \cdot (g_{best} - x_i) \hspace{1cm} (16-a)
\end{align}

The variable $w$ is the inertia weight, $c_1$, and $c_2$ are positive constants and $\text{rand}()$ is a random function. Equation (16-a) is used to calculate the new velocity according to its previous velocity and distance of its current position from both its best historical position and its neighbours’ best position. Then, the particle flies towards the new position according to equation (16-b). The process is repeated until a user-defined stopping criterion is reached.

3.1. FITNESS EVALUATION

The PSO procedure requires a definition of objectives that specify the design requirements. The objectives considered in this paper are the $H_\infty$ norm of the system (to guarantee robustness) $J_\infty=\|G(z)\|_\infty$, the $H_2$ norm of the system (to guarantee noise insensitivity behaviour) $J_2=\|G(z)\|_2$, and the Integral of Absolute Error (IAE) (to tackle transient behaviour) $J_I=\int |G(z)|$. As the numerical values of these objectives will be in different ranges, so the values of these objectives are normalized with respect to the maximum value of the respective objective function that provides the fitness of the solution on a normalized range. The normalized objective functions are then combined using the weighted sum approach to deal with multiple-objectives and the objective function is represented as

$\min(z) = w_1 z_1(x) + w_2 z_2(x) + \ldots + w_n z_n(x)$ \hspace{1cm} (17)

where $z_i(x)$ is a normalized objective function. The weights $w_i$ are assigned values depending on the design preferences, for equal preference all the weights are kept as 1. The advantage of this approach is its easy implementation and computational efficiency that allows the optimization algorithm to search for a globally optimal solution.

3.2. IMPROVED MO-PSO ALGORITHM

The design method using a standard PSO algorithm is enhanced with an observation that it is difficult to tune the controller for a nonlinear system with multiple objectives. The standard PSO algorithm is most likely to fall in local optima for multi-objective problems. So, the concept of generation of broods in the MBO (Marriage in Honey Bees Optimization [27]) algorithm is applied to obtain new solutions to replace the infeasible solutions and make the PSO find the global optimum solution. The proposed procedure starts with the random initialization of the preview controller gains that are treated as particles in the population. The design procedure for the synthesis of the preview controller using the multi-objective PSO algorithm, with modification of infeasible solutions using the MBO technique of generating broods, is presented as follows:

i. Initialize a population (array) of particles with random position and velocities on a d-dimension in problem space.

ii. For each particle, evaluate the designed optimization fitness function (as per description in equation 17) in d variables.
iii. Compare particle’s fitness evaluation with particle’s $pbest$. If the current value is better than $pbest$, then set $pbest$ value equal to the current value and the $pbest$ location equal to the current location in $d-$dimensional space.

iv. Compare fitness evaluation with the population’s overall previous $gbest$. If the current value is better than $gbest$, then reset $gbest$ to the current particle’s array index and value.

v. Change the velocity and position of the particle according to equations shown in (16).

vi. If the new position particle (i.e. new solution) obtained results in a stable system, then jump to step (x), else replace the particle with a new generated particle, as explained in steps (vii) to (ix).

vii. Create a set of sub-optimal solutions obtained in the optimization process, i.e. a set of global best and local best values of the particles, and treat it as a set of queens.

viii. Generate a random solution in the solution space and treat it as a drone.

ix. Randomly select a queen from the set for mating. Then, probabilistically use crossover and mutation operators to generate broods. From the broods generated, randomly select a brood that gives a feasible solution to replace the infeasible solution.

x. Loop to step (ii) until a criterion is met, usually a sufficiently good fitness or a maximum number of iterations (generations).

For a complete system design using the proposed procedure, the fitness evaluation of each particle is carried out by using simulations on the non-linear system model for the practical reference inputs, i.e. step and sine signals that present the tracking results completely. The pseudo-codes for MO-PSO, PSO and MBO algorithms are given in Appendix A, B and C, respectively.

4. RESULTS AND DISCUSSIONS

The benchmark control system inverted pendulum is solved for an optimal preview controller using the proposed procedure on the MATLAB platform with the help of the YALMIP toolbox for the LMI design procedure. The results are summed up as follows:

From the results of repeated simulations with change in preview length $h$, it was found that the optimal preview length for the inverted pendulum system is 5 steps. An increase in the preview length beyond 5 steps does not produce any appreciable change in the objective function, so the results are presented for $h=5$. The optimal values of error weight and control weight are chosen from repeated simulations as $Q=1$ and $R=0.1$. Due to space constraints, the results of these simulations could not be presented. The proposed procedure was executed with the reference signal,

$$r(t) = \begin{cases} 
1, & (t \geq 50) \\
0, & (t < 50)
\end{cases}$$

The solution obtained using DARE could not provide a stabilizing result, as shown in Figure 3.

![Figure 3. Transient Response and Control Signal Variation of Inverted Pendulum with a Preview Controller obtained using DARE](image)

The results for the preview controller obtained using LMI for mixed $H_2$ and $H_\infty$ norm optimization are as shown in Figure 4.
The response of the inverted pendulum for the preview controller obtained using the proposed procedure for multiple objectives ($H_2$, $H_\infty$, and IAE) is shown in Figure 5. The fitness evaluation of the results is carried out based on the objective function as given in equation 17. Equal weightage is given to all objectives, so the weights of each of them are 1. The maximum value of each objective is assumed to be 10, as per the acceptable design requirements.

The objective function values and the quality of results in terms of robustness ($\gamma$), noise insensitivity ($\eta$) and transient behaviour (IAE) are summed up in Table 1, as given below.

The solutions obtained for LMI and the proposed MO-PSO procedure were also tested for the reference signal, $r(t) = \begin{cases} \sin(t), & (t \geq 50) \\ 0, & (t < 50) \end{cases}$

(16-a)

<table>
<thead>
<tr>
<th>Objective</th>
<th>Solution obtained using DARE</th>
<th>Solution obtained using LMI</th>
<th>Solution obtained using the proposed MO-PSO procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>-</td>
<td>1.5442</td>
<td>4.1739</td>
</tr>
<tr>
<td>$c$</td>
<td>-</td>
<td>5.3542</td>
<td>6.3025</td>
</tr>
<tr>
<td>IAE</td>
<td>$\infty$</td>
<td>62.6991</td>
<td>5.2758</td>
</tr>
<tr>
<td>Objective function (as per equation 17)</td>
<td>$\infty$</td>
<td>6.9598</td>
<td>1.5752</td>
</tr>
</tbody>
</table>
and the results are shown in Figures 6 and 7.

![Cart position and Pendulum Angle](image1)

**Fig. 6. Transient Response and Control Signal Variation of Inverted Pendulum with a Preview Controller obtained using LMI for Multiple Objectives**

The results obtained show that the proposed MO-PSO procedure successfully designs the preview controller with multiple objectives for the non-linear inverted pendulum system. The quality of solution in terms of robustness, noise insensitivity and transient behavior obtained using this procedure is remarkably better than other procedures on multi-objective front. It also takes less effort with the controller designed using the proposed procedure in comparison to other procedures. The solution obtained using DARE is strongly dependant on the $\gamma$ value specified while the LMI based solution optimizes the $\gamma$ and $\eta$ values included in the objective function. The computation time for LMIs increases with the increase in the number of objectives as the number of LMIs increases. Also, the result found is conservative as a necessary assumption is made that the solution matrix of all LMIs is equal. The proposed MO-PSO procedure uses user-defined acceptable limits of the objective function and finds the solution that optimizes the values of all objective functions. The solution time of this procedure remains almost the same with the increase in the number of objective functions. The results obtained using this procedure are not conservative because no constraint is assumed for the gain matrices as in the LMI procedure. Also, the simulation based fitness evaluation does not require the system model to be linearized before the controller design.

5. CONCLUSION

This paper presents the design and verification of classical preview control theory for a non-linear inverted pendulum system. Also, it presents a novel MO-PSO algorithm to design preview control with multiple objectives. The procedure presents a fresh technique, to incorporate the solution replacement for infeasible solutions and also to make the particles not to fall into local optima, using the brood generation method of the MBO algorithm. The
proposed MO-PSO procedure has a constant computation time even with the increase in the number of objectives as compared to the LMI procedure. The results of the procedure fly in the complete solution space as no assumption is made for a conservative result as in the LMI procedure. This method optimizes the value of the objective function as per the acceptable limit of the user. The solution obtained using the proposed procedure is better than the DARE based and LMI based methodologies to design a preview controller on multi-objective front. The quality of the solution is judged in terms the $H_2$ norm, the $H_\infty$ norm and IAE values that present robustness, noise insensitivity and transient response characteristics of the designed system. Inclusion of multiple constraints for real-time non-linear systems is the task under progress.
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