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In order to expand the area of use of the beam tracing method, the beam tracing with the refraction method
(BTR) was developed. The BTR is best suited for acoustic and hydro-acoustic simulation of non-homogenous
environments. The BTR can trace the refraction as well as the reflection of the sound wave, using triangular beams.
The geometry of the scene in the BTR is based on triangle meshes rather than polygons. This enables the BTR
to simulate complex, irregular shaped objects, including non-convex volumes. Furthermore, the BTR traces beams
through several entities filled with different media. This paper presents algorithms and data structures used to
divide beams during the interaction of a beam with the complex, non-convex environment. This paper also brings
measurements of the implemented beam division code and the comparisonof measured results with results of other
methods.
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Dijeljenje snopova kod akustǐcke simulacije nehomogenih sredina. Proširena metoda praćenja snopova
(PMPS) razvijena je kako bi se proširilo područje primjene metode praćenja snopova. PMPS je prilago�ena
akustǐckim i hidroakustǐckim simulacijama nehomogenih sredina. Geometrija scene se u PMPS-u temelji na
nepravilnim trokutastim mrežama, a ne na poligonima, tako da je moguće simulirati složene, nepravilne objekte.
Osim toga, PMPS prati širenje snopova kroz više nekonveksnih entiteta, ispunjenih sa razlǐcitim medijima. U ovom
radu predstavljeni su algoritmi i strukture podataka pomoću kojih se vrši dijeljenje snopova u PMPS-u. Dijeljenje
snopova se doga�a prilikom interakcije snopa sa složenom, nekonveksnom sredinom. U radu su tako�er prikazana
mjerenja vremenske složenosti koda PMPS-a, te usporedba sa drugimmetodama.

Klju čne riječi: akustika, hidroakustika, praćenje snopova, simulacija, skrivanje poligona

1 INTRODUCTION

The area of the application of the beam tracing im-
plementation presented in this paper is the simulation of
sound and ultrasound waves. Other beam tracing imple-
mentations exist not only in acoustics [1, 3, 5], but also
in other fields such as visualization [8] and calculation of
radio wave propagation [13].

As far as authors know, the beam tracing method was
never used to simulate the sound wave propagation in non-
homogenous environments, where the sound wave propa-
gates through several different media. Such environments
can often be found in the real world. Examples of such
environments are the propagation of the sound in the sea
water and ocean layers, the use of acoustic lenses, the
medical ultrasound, the propagation of the sound in ge-
ology and seismology. Currently, the model of choice
for such environments is the numerical simulation (FEM,
BEM) [16]. But numerical methods have limitations that
make them unsuitable for situations that have large dimen-

sion/wavelength ratio.

The beam tracing with the refraction method (BTR) was
developed [12] for environments that have complex, non-
convex geometry. In the BTR, when the beam encounters
a discontinuum, it has to be accurately divided. This is not
an easy task, because the geometry can be non-convex, and
because the geometry it is defined with large number of tri-
angles. So the central issue for the accuracy and the perfor-
mance of the BTR is the process of beam division, which
is presented in this paper.

This paper is organized in a following way: this section
gives an introduction and analyses the previous work in
this field; the second section presents algorithms and data
structures used in the beam division process of the BTR,
and the physics of the BTR; the fourth section presents re-
sults of the implementation of the beam division as a stand-
alone computer program, and the comparison of the BTR
simulation of a complex environment with the FEM simu-
lation; the last section gives the conclusion and the future
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work. Two appendices are included to clarify some details
mentioned in the paper.

1.1 Previous work

The beam tracing method was introduced by Heckbert
and Hanrahan [6], as well as Walsh et al. [15] to overcome
limitations of the virtual-source and the ray-tracing meth-
ods. The aim was to achieve the spatial coherence which is
lacking in the ray tracing, as well as the acceptable per-
formance, which is the problem with the virtual-source
method. The use and the development of the beam tracing
started in the field of visualization. The beam tracing was
used for the auralization later, as Farina developed Ram-
sette in 1995 [3]. In the beginning, he didn’t use the beam
division, but instead he traced only one reflected beam -
the strongest one. Analyzing the simulation results he con-
cluded that in order to enhance the accuracy of the simu-
lation, beams would have to be split when they fell on two
different planes. Such an adaptive beam tracing algorithm
was developed by Drumm [1]. Funkhouser at al. further
enhanced the speed of the algorithm by using preprocessed
spatial subdivision structures [5], and they produced a real-
time auralization of the architectural environment.

Since the scope of this paper is the algorithm of the
beam division let us now discuss some important details by
comparing mentioned implementations of the beam tracing
with the BTR. Generally, authors of sound simulations use
beams with polygonal section [1, 5]. Since these simula-
tion target primarily architectural environments, the geom-
etry of models used in these simulations is defined with
polygons. So in order to perform the beam division they
have to test for polygon/polygon intersections.

In the BTR all beams have triangular section, and the
geometry is defined by triangles (or more precisely by ir-
regular triangle meshes). So in the BTR, all geometric op-
erations during the process of the beam division are done
between two triangles. We believe that in this case geomet-
ric operations can be simpler and better optimized, than
in the case of polygon/polygon or polygon/triangle opera-
tions. The other reason why triangles were selected is be-
cause the BTR was designed primarily for complex, irreg-
ular environments.

2 BEAM DIVISION IN BTR

In the first part of this section the scene composition
and the topology is described briefly in order to clarify
some phases of the process of the beam division. The sec-
ond part of this section brings the description of beams.
The third part gives the detailed explanation of the beam
division process. In-depth explanation of some algorithms
used in the division of beams is given in appendices. The
fourth part of this section describes briefly the physics of
the BTR simulation.

2.1 Scene composition and topology

The scene in the BTR is organized in such a way to en-
able the tracing of the wave through several volumes filled
with different media. These volumes can be non-convex,
and a single volume can have several interior islands.

E1

E2
bs1

bs3

bs2
s2

s3

s1

E1 E2

bs1 bs1 bs2 bs3

s1 s2 s3

ENTITIES

shells

boundary 
surfaces

Fig. 1. Scene composition

The hierarchy of the scene structure has tree levels: the
entity, the shell and the boundary surface (Fig. 1). An entity
represents a volume filled with single media. It is defined
by one or several shells. The simple, convex entity is de-
fined by a single shell (E1 in Fig. 1), while the complex,
non-convex entity has several shells (E2 in Fig. 1). A shell
is the closed triangle mesh, which defines either the outer
boundary of the entity, or some of the inner islands in the
entity. A boundary surface is the part of the shell, which di-
vides two entities. If the entity is surrounded with only one
entity its outer shell is composed of only one boundary sur-
face (s1 in Fig. 1). If the entity is surrounded with two or
more entities (volumes filled with the different medium),
then its shell would be composed of several boundary sur-
faces (s3 in Fig.1). Thus, a boundary surface is not always
made of the closed mesh, but the set of boundary surfaces
that make one shell must form the closed mesh.

The topology in the BTR is used to speed-up the compu-
tation. The topology of the scene has two levels. The first
level is a surface topology of triangle meshes (that define
the boundary surfaces and shells), and the second level is
a volume topology that defines the space relationship of
entities in the scene. The mesh topology is composed of
vertexes, edges and triangles. It is based on a winged-edge
structure, and serves to speed up geometric tests that check
nearby triangles. The mesh topology is calculated by the
simulation during the preprocessing phase.

The volume topology is used during the tracing of
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beams, to speed up the traversing of beams between neigh-
bor entities. It ensures that no matter what is the total num-
ber of triangles in scene, only the local number of triangles
determines the performance of the algorithm. The volume
topology is defined by the user, during the definition of the
scene structure.

During the preprocessing phase, the binary space par-
titioning (BSP) tree is calculated for each entity, to speed
up the triangle hiding & dividing stage of the beam divi-
sion. Using the BSP, the algorithm of the beam division
efficiently determines the correct order of the visibility for
illuminated triangles, even in the case of cyclic hiding of
triangles.

2.2 Beams

Beams in the BTR are defined by three edge rays, and
consequently have the triangular section. Also, shells are
made of triangle meshes, so all geometric operations dur-
ing the process of beam division are done between two tri-
angles. Since triangles are the simplest polygons, these op-
erations are faster than in the case of triangle-polygon clip-
ping (Overback [8]) or polygon-polygon clipping (Drumm
and Funkhouser [1, 5]). The special attention was given to
the design of triangle-triangle clipping algorithms (see ap-
pendix A for details).

Fig. 2. Left - the initial beam, right - the reflected/refracted
beam

Initial beams (Fig. 2 – left) have the form of a trian-
gular pyramid and are composed of four triangles – three
side ones, and one closing triangle. Beams that result from
reflections and refractions have the form of a clipped pyra-
mid (Fig. 2 – right). They are composed of eight triangles.

The beam tracing in the BTR starts with the generation
of initial beams, which results with 20 initial beams. Ini-
tial beams are generated using the icosahedron shown in
Fig. 3 – left. Each initial beam has its apex in the location
of the sound source (in the center of the icosahedron). Cor-
ner rays of each initial beam pass through vertexes of one
triangle of icosahedron. Thus all beams have the section in
the form of an equilateral triangle.

Further tessellation of each beam is shown in Fig. 3 –
right. It results in the greater number of narrower initial

Fig. 3. Left - icosahedron, right - tessellation

beams (80 beams), which can improve the performance of
the process of beam division, as will be shown in Section
4. If the scene requires more narrow beams, further tessel-
lations can be applied resulting in20 · 4n beams, wheren
is the number of subsequent initial beam tessellations ap-
plied.

2.3 Beam division

Each beam propagates inside an entity. The beam even-
tually encounters the shell of the entity which represents
the boundary of the entity. In the simplest case the beam
falls inside only one triangle of the shell. In such case the
beam is closed with the plane of the triangle. In this case
no beam division is necessary. But in most cases, the beam
falls on several triangles of the shell mesh. In this case the
beam has to be divided into smaller beams, one for each
illuminated triangle of the shell. Also, since entities in the
BTR are non-convex, some of illuminated triangles could
obscure each other. In this case the precise region that is
not obscured has to be determined to generate the accurate
division of the beam. The correct beam division is of the
utmost importance, because it ensures the space coherence
of the beam tracing method. The volume of divided beams
is used for the calculation of the intensity of sound of each
beam, which is in the end used to render the distribution of
the level of sound intensity in the scene.

The process of beam division implemented in the BTR
is done in the following order:

• find illuminated triangles & backface culling

• transform & clip triangles

• project triangles

• clip projected triangles with the beam

• hide & dive triangles

• create divided beams.

This process is illustrated in Fig. 4, starting with the ini-
tial geometry of the scene (first row), and ending with di-
vided beams (last row). The scene consists of the source
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(blue) and one entity (magenta) in which one beam (blue
rays) is traced/divided. The entity is composed of one outer
shell and two inside shells that partially occlude each other.

2.3.1 Finding illuminated triangles and backface culling

The process of the beam division starts with determin-
ing the order of visibility of triangles, which is done by
traversing the pre-calculated BSP tree. The importance of
determining the order of visibility will be explained during
the hiding & dividing phase.

Next comes the phase of finding triangles that are com-
pletely or partially inside the beam volume - illuminated
triangles. These triangles are candidates for the beam di-
vision. When this stage is completed, all illuminated trian-
gles are put in a queue namedIT.

Illuminated triangles in the queueIT are then filtered
with the backface-culling process in order to remove trian-
gles with the normal in the opposite direction of the beam
propagation.

Illuminating & backface culling is illustrated in the 2nd

row of Fig. 4. Left picture displays all triangles that form
the entity (magenta). The middle picture displays the result
of illuminating and backface culling – candidate triangles
in the queueIT are displayed in cyan. The traced beam is
outlined by three blue corner rays.

2.3.2 Transformation and projection of triangles

All triangles in the queueIT that remain after the
backface-culling are then transformed from the world
space to the beam space. (Fig. 4, 2nd row, right). The beam
space is a coordinate space, with the origin in the apex of
the beam, and whose z coordinate is parallel with the di-
rection of the beam propagation. The matrix used for this
transformation is saved for later use. After projection, all
triangles are clipped with the planez=0 to avoid the distor-
tion of parts of triangles that are beyond the focal point.

Transformed and clipped triangles are then projected
onto the projection plane orthogonal to thez axis (the di-
rection of the beam propagation), in order to accelerate
computation since ray/triangle operations in 3D would be
slower than in 2D. Projected triangles are then added to
the binary sorted treePT. Such data structure is chosen
since during hiding & dividing phase the ordered traver-
sal of the projected triangle set will be performed, and this
structure ensures that it would be done efficiently. The or-
der in whichPT is sorted is determined by the order of
the visibility of triangles. The closer the triangle is to the
sound source, the higher order of visibility it has.

Fig. 4. Beam division process

2.3.3 Hiding and dividing algorithm

All triangles from PT (illuminated, transformed and
projected) are clipped with the beam to process only that
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part of triangles that are within the volume of the beam.
The clipping is done in two steps: first the beam is trans-
formed into the beam space, and the beam is then inter-
sected with the projection plane, to obtain the section of
the beam. The projected beam section (PBS) is a trian-
gle. In the second step of the clipping process all trian-
gles fromPT are clipped with PBS. For each triangle from
PT the intersection between the triangle and PBS has to
be calculated. The intersection algorithm is designed with
the special attention, wishing to achieve the accuracy and
the performance. The algorithm is described in Appendix
B. Clipped triangles are displayed in magenta, in the upper
part of the third row of Fig. 4. Triangles that have higher
order of the visibility (that are closer to the source) are dis-
played on the top. Triangles with the same order of the
visibility are displayed coplanar.

In the next phase clipped triangles fromPT are checked
for the occlusion and divided accordingly. The result of
this process is displayed in the bottom of the third row of
Fig. 5, with red triangles.

These are data structures and algorithm for hiding &
dividing process:

PT - BST of projected triangles sorted in
order of visibility

HT - BST of hidden, processed triangles
sorted in order of visibility

CP - BST of pairs of triangles already
checked for occlusion

determine the order O of first triangle in PT
move all triangles from PT that have order O
to the binary sorted tree of hidden triangles
HT
for each triangle t from PT

for each triangle hT from HT
if (t has not the same order as hT)
and (t is not a neighbor of hT)
and (t and hT are not in CP)

add pair of (t, hT) to CP
if hT obscures t

subtract hT from t
add all resulting triangles to PT
add all resulting triangles (with
parent information) to CP
delete t from PT
restart the loop

move t from PT to HT

The algorithm traversesPT, in the order of the visibil-
ity. In the first step all foremost triangles fromPT with the
same order of the visibility are transferred toHT, because
they cannot possibly occlude each other, and further check-
ing is not necessary. After that, every trianglet from PT
is checked for the occlusion with triangles (already pro-
cessed) fromHT. If the trianglet is not occluded by any
trianglehT from HT, it is moved fromPT to HT. Other-
wise, if the trianglehT occludest, they are subtracted (see

Appendix A for details of the optimized subtraction proce-
dure). Triangles that are result of the subtraction are added
to PT and after that loops are restarted.

In the case of the occlusion, the loop is restarted several
times. In order not to check triangle pairs twice, the in-
formation of already checked triangle pairs is recorded in
CP. In the case of subtraction, the information of already
checked pairs of triangles is copied from the parent to child
triangles.

To avoid the overhead, two more tests are performed:
if t andhT have the same order of the visibility they can-
not occlude each other, and the occlusion test is skipped.
Also if they are neighbors, since we have already done the
backface-culling, they also cannot occlude each other, and
the occlusion test is skipped.

Figure 5. provides an example of the hiding & dividing
algorithm. The detailed step-by-step explanation of this ex-
ample is provided in Appendix B. In this example four oc-
clusion tests are performed, and four clippings occur. The
process of hiding & dividing starts with four triangles that
obscure each other and it ends with five triangles that do
not obscure each other. Resulting triangles cover the whole
area of the beam section.

a)

b) d)

c) e)

Fig. 5. Hiding and dividing algorithm example

2.3.4 Creation of divided beams

The process of the beam division in the BTR finishes
with the stage of creating divided beams (Fig. 4, last row).
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The initial beam, that is being divided, is removed from
the queue, and new beams are generated using triangles
from HT. Before new beams are formed, hidden triangles
form HT are projected back from the beam space to the
world space. Divided beams are then created using the
same source point as the initial one, and with three edge
rays that pass through three corners of the hidden triangle.
Such divided beams are then closed with the plane of the
triangle which was the parent (original) of the hidden tri-
angle.

2.4 Physics of beam division
The BTR is designed to simulate the propagation of

sound in non-convex spaces composed of different media.
The BTR simulates two wave phenomena: the specular re-
flection and the refraction of sound.

The BTR traces beams with a triangular cross-section.
When beams hit the boundary surface between two media,
they are divided into smaller beams, to adjust to individual
triangles that make the boundary surface. After the divi-
sion, each divided beam is reflected or refracted, and such
beams are further traced in the same manner. The tracing
stops when the level of the intensity on the end of the beam
is smaller than predefined threshold, or when the volume of
the beam is smaller than predefined volume threshold.

The result of BTR simulation is the level of sound in-
tensity at a single point or at points in a rectangular raster.
Following the law of power averaging, the total sound in-
tensity at the receiver is calculated by summing the indi-
vidual intensities of each beam that contains the receiver.
The individual beam that contains the receiver can be ei-
ther a direct beam (coming directly from the source), or an
indirect beam (that has been already reflected or refracted
on the boundary surface between two media). The sound
intensity at a point inside a direct beam is calculated using
the following equation:

I =
PA

4 · π · r2 · e−γ·r, (1)

wherePA is the acoustical power of the source of the
sound,r is the distance from the source andγ is the at-
tenuation coefficient of the media within which the beam
propagates. The first term in the equation describes the at-
tenuation of the sound caused by the propagation of the
spherical wave. The second term in the equation describes
the attenuation caused by viscosity and other dissipative
processes in the media [9].

When sound encounters the boundary surface that di-
vides two media, the sound beam is reflected and refracted
(Fig. 6). The sound intensity of such indirect beam is de-
termined using the following equations:

II′ = R2 · II , (2)

III =
(
1−R2

)
· II , (3)

Fig. 6. The reflection and refraction of sound on a bound-
ary surface

whereII is the intensity of the incoming sound beam,II′

is the intensity of the reflected sound beam,III is the in-
tensity of the refracted sound beam and R is the amplitude
of sound reflection coefficient of the boundary [9, 14]. The
reflection coefficientR is calculated using the following
expression:

R =
ZII − ZI

ZII + ZI
, (4)

whereZI andZII are the acoustic impedances of the two
media. The acoustic impedance is the function of the angle
of incidenceθI , as in [9].

In the BTR, the intensity of the sound at a point inside
an indirect beam is calculated (Fig. 7) relative to the sound
intensity at the barycenter of the starting triangle of the
indirect beam (I0) using the following equation:

I = I0
r21
r22

· e−γ·(r2−r1), (5)

whereI0 is the intensity of the sound at the barycenter of
the starting triangle of the indirect beam,r1 is the distance
from the virtual source of the beam to the barycenter of
the starting triangle of the beam,r2 is the distance from
the virtual source of the beam to the receiver andγ is the
attenuation coefficient determined by the entity in which
the beam propagates.I0 is calculated as the intensity of
sound of original beam, transformed with equation (2) for
reflected, and equation (3) for refracted beam. It is stored in
the data structure of the indirect beam, so all data required
to calculate the intensity of sound is stored with the beam.

When a beam hits a boundary surface, the geometry of
the beam is changed. The BTR generates one reflected and
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Fig. 7. Calculating the intensity of indirect sound in the
BTR

one refracted beam for each incoming beam. Edge rays of
reflected beam have the angle opposite to the angle of edge
rays of the incoming beam –θI (Fig. 6). Edge rays of the
refracted beam are generated according to Snell’s law:

sin (θI)

sin (θII)
=

cI
cII

. (6)

If the incoming angleθI is greater than the critical angle
θI−crit:

θI−crit. = arcsin

(
cI
cII

)
, (7)

then only the reflected beam is generated.

Since the BTR works using the principles of the geo-
metrical acoustics, for the simulation to work properly, di-
mensions of the geometry have to be equal or greater than
the wavelength of sound. If this condition is not fulfilled,
the principles of geometrical acoustics can’t be used to cal-
culate the wave propagation.

3 IMPLEMENTATION AND RESULTS

This section first describes the implementation of the
method. Then, two kinds of results are presented - the first
one is the measurement of the speed of the beam division
process. The second one is the comparison of results and
the speed of the complete BTR simulation with a commer-
cial FEM simulation.

3.1 Software implementation

The BTR was coded in C++ language. The Standard
template library (STL) was used for data containers, and all
data variables were declared in double precision. Classes
that represent the structure of the scene, geometric primi-
tives and the BSP tree were created from the scratch, using
published algorithms [2, 10, 7]. Special attention was given
to the robustness of geometric operations. Every geomet-
ric operation was coded using the epsilon-error checking to

avoid numerical problems. Both the relative and the abso-
lute epsilon value were used when comparing equality and
relation of two values. The double epsilon checking was
done to provide the same accuracy over the whole range of
double data type, and also to avoid problems with denor-
mals.

User interface was programmed using the Microsoft
foundation classes (MFC), and graphics was displayed
with DirectX. DirectX and graphics card acceleration was
not used for geometric calculations. Also neither multi-
threading, no SIMD instructions were used.

Tests were performed on a PC with Intel Core2Duo
E8400 processor, with the clock of 3 GHz and 4 GB of
RAM. The memory use during testing never exceeded 200
MB.

3.2 Measurements of the beam division process

The beam division was tested on three scenes, with the
progressive complexity. Scenes are displayed in Fig. 8.
The entity is displayed with magenta triangle mesh, traced
beams are displayed in cyan with solid fill, and regions that
are shadowed because of the occlusion are transparent. In
upper left corner the index picture is presented with the
geometry in magenta, and the source position in blue.

The first scene, nameds1, is a simple room (24 trian-
gles) with the v-shaped wall. This wall makes it a non-
convex volume – the wall partially occludes other parts of
the room. The second scene, nameds2, differs from s1
by an inner shell in the form of the sphere. The sphere
occludes surrounding walls, and in combination with v-
shaped wall causes multiple occlusions. This sphere has
224 triangles. The third scene, nameds3, is similar tos2,
but it has the second inner shell, in the shape of a box (12
triangles). The box is positioned between the source and
the sphere, thus causing even more complex multiple oc-
clusion of the scene geometry.

All three scenes have only one entity, but in the case of
s2ands3the entity has multiple shells.

To determine how the total number of triangles in the
scene influences the performance of the beam division, the
scene geometry was tessellated several times. The geom-
etry of s1was tessellated four times, resulting in versions
with 24, 96, 384, 690 and 1536 triangles;s2was tessellated
once, resulting in versions with 248 and 1280 triangles;s3
was also tessellated once, resulting in versions with 260
and 1472 triangles. The tessellation was done in Autodesk
3D Studio VIZ 2008 software.

To determine how the number of initial beams influ-
ences the performance of the beam divisions, scenes were
traced with various numbers of initial beams. They were
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Fig. 8. Test scenes: s1 - top, s2 - middle, s3 - bottom

first traced with 20 beams (resulting from the icosahe-
dron), and subsequently with 80, 320, 1280 and 5120 ini-
tial beams (resulting from the tessellation of the icosahe-
dron).

Let us first consider only the first test scene –s1, and
the influence of the total number of triangles to the beam
division process. The results of the test are in Table 1. Col-
umn 3 contains the wall clock time of the complete beam
division, column 4 contains the number of beams after di-
vision, and column 5 contains the time needed to calculate
one divided beam.

Figure 9. displays in logarithmic scale the wall clock
time dependency on the number of initial beams for differ-
ent numbers of initial triangles. For scenes with small num-

Table 1. Results for test scene s1

 #triangles # initial wall clock # divided time per div. 
beams time (s) beams beam (ms) 

24  20 0.01 227 0.03 
80 0.01 514 0.02 

320 0.03 1,628 0.02 
1,280  0.08 5,218 0.02 
5,120  0.28 18,309 0.02 

96  20 0.02 409 0.06 
80 0.02 756 0.03 

320 0.04 2,097 0.02 
1,280  0.10 5,929 0.02 
5,120  0.35 20,013 0.02 

384  20 0.20 850 0.23 
80 0.10 1,353 0.07 

320 0.13 3,073 0.04 
1,280  0.21 7,233 0.03 
5,120  0.62 23,151 0.03 

690  20 0.44 1,258 0.35 
80 0.20 1,857 0.11 

320 0.17 3,792 0.04 
1,280  0.30 8,245 0.04 
5,120  0.86 24,526 0.03 

1536  20 2.95 2,196 1.34 
80 0.88 3,126 0.28 

320 0.38 5,756 0.07 
1,280  0.60 10,874 0.06 
5,120  1.57 29,902 0.05 
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Fig. 9. Wall clock time vs. number of initial beams for dif-
ferent levels of geometry tessellation

ber of triangles (24 and 96 triangles) the wall clock time
increases continually when the number of initial beams is
growing, so there is no reason to trace such a scene with
the large number of initial beams. In other scenes, with
more tessellated geometry the time changes in a different
way. When the number of initial beams grows, the time
first decreases, and then increases. For each level of tessel-
lation there is the exact number of initial beams that gives
the minimum time. This number is the optimum number of
initial beams for the beam division of such a scene.

The optimum value exists because of the relationship
between the geometry of beams and the geometry of the
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entity. If there is only few initial beams, their section is
bigger and they illuminate more triangles of the entity, thus
causing more complex and time consuming division pro-
cess. If the number of initial beams is increased, the size
of the beam section decreases. So the beam illuminates
less entity triangles, and the division process is simpler
and faster. For the optimum beam division, the size of the
beam section is near the size of the average entity trian-
gle, so it illuminates only one entity triangle, thus achiev-
ing the simplest possible division process. If the number of
initial beams is further increased, division process cannot
be simpler and faster, because the beam cannot illuminate
less than one entity triangle. In such case, the number of re-
peated division increases linearly with the number of initial
beams, so the time also increases linearly.
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time per div. beam vs. scene triangles
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Fig. 10. Time per divided beam vs. number of triangles in
scene, for different levels of geometry tessellation

The time required to calculate one divided beam is the
wall clock time required for the whole process of beam
division, divided by the number of divided beams. It in-
creases with the scene complexity and decreases with the
number of initial beams (Fig. 10), because with greater
number of initial beams, every beam illuminates smaller
number of geometry triangles, causing simpler and effi-
cient beam division process. In the case of complex geom-
etry, this decrease is drastic, so for the complex geometry
it is clearly better to chose greater number of initial beams.

Finally, let us consider what happens if the number of
initial beams is fixed (Fig. 11). For 320 initial beams, the
total time of division increases linearly with the scene com-
plexity. The number of beams that result from the beam di-
vision process also increases, but only logarithmically, so
even complex scenes, with the large number of triangles,
can be traced, without concern for the "explosion" of the
number of beams.

Table 2. presents results of the beam division for test
sceness2ands3.Both scenes were tested in two versions:
the first one with smaller and second one (tessellated) with
greater number of triangles. As for the scenes1, the op-
timal number of initial beams exists for more complex

Fig. 11. Wall clock time and number of divided beams
vs. number of triangles, for fixed number of initial beams
(320)

Table 2. Results for s2 and s3

 

scene #triangles # initial wall clock # divided time per div. 

beams time (s) beams beam (ms) 

s2 248  20 0.1              374 0.30                 

vroom 80 0.1              802 0.11                 

+ 320 0.1              1990 0.05                 

sphere 5120  0.8              19366 0.04                 

1280  20 2.4              1163 2.07                 

80 0.9              1791 0.52                 

320 0.6              3690 0.16                 

1280  0.9              9009 0.09                 

5120  2.6              24648 0.11                 

s3 260  20 0.1              344 0.22                 

vroom 80 0.1              719 0.17                 

+ 320 0.1              1808 0.06                 

sphere 1280  0.3              5629 0.06                 

+ 5120  0.9              18730 0.05                 

box 1472  20 3.8              1171 3.23                 

80 3.1              1793 1.73                 

320 1.8              3516 0.50                 

1280  2.0              8334 0.24                 

5120  3.3              23981 0.14                 

scenes. For the simple geometry, lower number of initial
beams is more suitable.

Figure 12. shows how the total time of the beam divi-
sion depends on the number of triangles in different scenes,
when the number of initial beams is fixed to 320. For scene
s1, the time rises linearly with the number of triangles in
the scene. In the case of sceness2ands3, where multiple
occlusions exist, the angle of increase is steeper.

Let us compare results presented here with results of
some implementations of the acoustical ray and beam trac-
ing methods published recently. We have to stress that the
direct comparison cannot be made, because of several rea-
sons. The first reason is that the geometry of scenes of
compared simulations was not the same. The second rea-
son is that our implementation doesn’t use hardware accel-

AUTOMATIKA 52(2011) 4, 339–352 347



Beam Division in Acoustic Simulation of Non-Homogenous Environments M. Sikora, I. Mateljan, N. Bogunović
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Fig. 12. Time dependency for fixed number of initial beams

eration, and it is optimized for propagation through sev-
eral media, which in compared simulations is not the case.
Also, tests were not performed on same computers, al-
though all reports are fairly recent. Considering all men-
tioned, it is reasonable to say that this comparison could
give an order of magnitude relation.

Feistel, Ahnert et al. report that classical linear ray trac-
ing algorithm (EASE) for geometry such ass1 (consist-
ing of approx. 1,500 triangles) performs in about 70 sec-
onds [4]. This paper presents a novel version of ray tracing,
that is fully optimized for SIMD and graphics accelerator,
and that uses advanced space division structures. This ad-
vanced ray tracing is reported to compute such geometry in
15 seconds. Our best result of comparable geometry is 0.38
seconds (Table 1). Since our algorithm uses the beam trac-
ing, it is also more accurate, because the space coherence
of the beam tracing eliminates aliasing errors to which the
ray-tracing method is prune.

The interactive sound beam tracer from Funkhouser et
al. [5] gives results for tracing the "Floor" scene. This
scene represents several rooms that form one floor of the
building (with 1,772 polygons). The tracing resulted in
18,239 beams, and the calculation was done in 2.1 sec-
onds. Against such geometry we can compare ours1scene
with 1,536 triangles. Our tracing resulted in 10,874 beams,
and was completed in 0.38 seconds. We have to stress that
in our case all 1,536 scene triangles had to be considered
for division. On the other hand, compared "Floor" scene
was subdivided in 814 cells, so only few polygons, that are
visible inside one cell, had to be considered for the divi-
sion of beams. In our simulation, since the simulation was
done in one entity, all triangles had to be considered for the
division of beams.

3.3 Comparison of the BTR and the FEM simulation
of the ultrasound propagation

Tests presented in the previous subsection have checked
the speed of the beam division. However, the beam divi-
sion is only a part of the BTR. To check the whole BTR

method the simulation was performed of a scene with an
acoustic lens (Fig. 13). The scene was designed so that
lens caused the refraction of ultrasound. This refraction re-
sulted in the focusing of ultrasound inside the lens. If the
BTR simulation produced the focusing of the ultrasound,
that would mean that the simulation of the refraction in
the BTR works. Furthermore, to check the accuracy of
the BTR simulation and its performance the same scene
was simulated with the well established FEM simulation,
whose results were compared with the BTR.

Fig. 13. The scene used to test refraction in the BTR

The acoustic lens scene consisted of a unidirectional
sound source (f = 100 kHz; P = 100 W) emitting ul-
trasound into a space filled with glycerol (c = 1920 m/s;
ρ = 1260 kg/m3; γ = 3 · 10−6 m-1). In the glycerol, there
was an entity made of rubber (c = 900 m/s; ρ = 930
kg/m3; γ = 43 · 10−3 m-1). The rubber entity was a sphere
with a diameter of0.1 m, centered0.75 m from the sound
source (located at the origin of the coordinate system in
Fig. 13).

The acoustic lens scene was simulated with the BTR,
and with the well-established FEM simulation [17].

The BTR scene structure had two entities: the outer,
non-convex entity filled with glycerol, and the inner, con-
vex entity filled with rubber. Both entities had only one
shell, in the form of a sphere. The geometry of the sphere
consisted of 224 equilateral triangles. The BTR simulation
traced direct sound and reflections/refractions up to 4th or-
der.

Because simulating this scene with the FEM in full 3D
would be too computationally complex to perform on a
desktop computer, the FEM simulation was performed in
2.5D by utilizing the rotational symmetry of the acoustic
lens scene. The rotational axis is the line from the source
of the sound (the origin of coordinate system) through the
center of the rubber sphere (Fig. 14). In this 2.5D setup,
one finite element had dimensions of 0.36 x 0.36 mm, for a
total of 2,222 x 833 = 1,850,926 elements. The simulation
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Fig. 14. 2.5D FEM simulation model - rotation around the
x-axis

was done using a finite-element and explicit time-domain
approach.

The results of the FEM and the BTR simulations are
shown in Fig. 15. The FEM calculates the pressure of the
sound taking the phase into account, so its results exhibit
the effects of sound wave interference, which can be seen
in the line pattern in Fig. 15a. The BTR calculates the aver-
age intensity of sound, so there are no lines that represent
the interference of the sound in Fig. 15b. The primary fo-
cus of the sound can be seen in the back half of the lens in
both images. The position and the maximum intensity of
the primary focus matches well in both simulations. The
difference between locations of the maximum is 0.7 mm,
and the difference between sound intensity levels is 1 dB.

The BTR creates a clear shadow region behind the
lens, while the FEM simulation does not show a distinct
shadow behind the lens. This discrepancy arises because
the diffraction of sound is still not implemented in the
BTR, while the FEM calculates diffraction as well as other
wave phenomena.

a)

b)

Fig. 15. The simulation of the acoustic lens scene with the
FEM (a) and the BTR (b)

Let us consider the performance of the FEM and the
BTR simulations. Both simulations were executed on
the same hardware platform, which consisted of an Intel
Core2Duo processor with a frequency of 2.4 GHz and 4
GB RAM.

Figure 16a shows that the BTR simulation executed ap-
proximately 10 times faster than the FEM simulation. The
BTR also used less than half of the memory that the FEM
used (Fig. 16b). Also the FEM could not perform this sim-
ulation in full 3D, but only in 2.5D. In addition, if the fre-
quency of sound was higher, the performance of the BTR
would stay the same, while the performance of the FEM
would decrease. Because of the required wavelength/finite
element size ratio, the number of finite elements would
have to be increased, and the performance of the FEM
would decrease significantly.

a) b)

Fig. 16. The simulation of a scene with an acoustic lens
with the FEM (a) and the BTR (b)

4 CONCLUSION AND FUTURE WORK

This paper presents the process of the beam division im-
plemented in the BTR simulation. The BTR is designed for
the acoustical or the hydro-acoustical simulation of non-
homogenous environments, where the sound wave propa-
gates through several different media. The implementation
of the BTR beam division, described in this paper, is de-
signed for complex, non-convex geometry, composed of
irregular triangle mesh boundaries.

In this paper, the detailed explanation of the beam divi-
sion process is given, as well as results of tests the beam
division for three scenes. Results show that for every scene
there is the ideal number of initial beams that gives the best
result. For scenes with less occlusion, the total tracing time
was few seconds, even when the number of triangles in the
scene was large. The most complex scene was traced in less
than forty seconds. The total tracing time linearly grows
with the number of triangles in the scene, and even for
the most complex geometry the number of divided beams
doesn’t explode. Measured results compare favorably with
published results of other methods and other implementa-
tions of the same method.

To check the complete process of the BTR, the simula-
tion was tested on the non-homogenous scene with acous-
tic lens, containing two media. The results and perfor-
mance of the BTR were compared with results of the com-
mercial FEM simulation. This comparison showed that the
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BTR is a good choice for situations in which the dimen-
sions of the scene are large compared with the wavelength
of ultrasound. In such cases, the calculation using numer-
ical methods (FEM) is computationally intensive because
the element of the mesh has to be small enough to satisfy
minimum wavelength ratio requirements. In such cases, if
the interference and diffraction of sound do not have to be
simulated, the BTR shows the advantage over the FEM by
providing the excellent performance and the acceptable ac-
curacy.

While the accuracy and the performance of the BTR
were found satisfying, they still leave the space for the
improvement. To improve the performance, the simulation
code is currently being rewritten for multicore processors,
since they are now a common thing. Beside this, other ad-
vanced space structures are considered to be implemented
in order to enhance the performance. Finally, in order to
further estimate the ability of the BTR to simulate non-
homogenous environments, a comparison with the real-
world measurement is planned.

APPENDIX A TRIANGLE-TRIANGLE BOOLEAN
OPERATIONS

Beams in the BTR have the triangular section, and the
geometry of the scene is represented by triangular meshes,
so regularized triangle-triangle Boolean geometric opera-
tions are of the special importance. Two of them are used in
the process of the beam division: the first is the intersection
of trianglesA andB. It is performed during the clipping of
illuminated triangles with the section of the beam (illus-
trated in Fig. 17 with light green polygons). The second
one is the subtraction of the triangleB from the triangleA.
It is performed during the hiding and dividing of triangles
(Fig. 17 – light red polygons).

Fig. 17. Trivial triangle combinations

Figure 17. displays two trivial combinations of trian-
gles. Beside these trivial combinations there exists bound-
ary combinations that also have to be processed (Fig. 18).
In the boundary combination two triangles have at least
one collinear edge, and / or at least one collocated vertex.

For regularized triangle-triangle Boolean geometric op-
erations other simulation use the Cohen-Sutherland poly-

Fig. 18. Boundary triangle combinations

gon clipping algorithm [11]. In order to enhance the per-
formance, instead of using the Cohen-Sutherland polygon
clipping algorithm in the BTR a proprietary algorithm was
developed. In this algorithm each case of triangle combi-
nations is processed in the separate branch of code - clearly
in expense to the length of the code.

There exist 15 trivial triangle combinations, 100 bound-
ary combinations with at least one collinear edge, and 143
boundary combinations where at least one vertex is collo-
cated with an edge or a vertex of the other triangle. The
algorithm is optimized for the speed, by using as little ge-
ometric operations as possible, and by treating separately
every trivial and boundary case. The detailed explanation
of the algorithm is outside the scope of this paper, so only
short description will be given.

The BTR, the algorithm first checks if the combination
of two triangles is the collinear, the collocated or the triv-
ial one. Next, indexes of vertices and edges of triangles
are rearranged, so that collinear or collocated vertices are
moved to the front. After this, with few geometric tests the
algorithm determines which triangle combination is being
processed. Subsequently, a set of triangles that results from
desired Boolean operation is created. In the case that the
Boolean operation results with a polygon, the Delaunay
triangulation of the polygon is performed.

APPENDIX B EXAMPLE OF BEAM DIVISION IN
DETAIL

Fig. 5a shows one example of the triangle setup for the
process of hiding, both in the perspective, and in the top
view. TrianglesT1 and T2 are in the front, with the or-
der of the visibility 1. They only partially fill the section
of the beam, and occlude remaining triangles. In the back
there are two trianglesT3 andT4, with order of visibility
2. They fill the complete section of the beam and represent
the occluded part of the mesh. At the start of the algorithm
all triangles are inPT.

The algorithm starts with transferringT1 andT2 to HT,
since they have the same order of visibility. NextT3(which
is in PT) is checked againstT1. BecauseT1 partially oc-
cludesT3, T3 is clipped. The clipping results with triangles
T31andT32as shown in Fig. 5b.

AUTOMATIKA 52(2011) 4, 339–352 350



Beam Division in Acoustic Simulation of Non-Homogenous Environments M. Sikora, I. Mateljan, N. Bogunović

The loop is restarted, but because of the information
in CP and neighbor checking, all tests are skipped except
for the testing ofT31andT2. Since there is no occlusion,
T31 is moved toHT. T32 is then checked againstT2, and
clipped toT321. The loop is restarted, but because ofCP
and neighbor filters, no checks have to be performed, and
T321 is finally moved toHT (Fig. 5c). T4 is then clipped
with T1, resulting inT41as shown in Fig. 5d. FinallyT41
is clipped withT2 resulting inT411. The final set of trian-
gles is shown in Fig. 5e.

We tried to find an alternative to this highly iterative
process, to optimize the performance. One solution has re-
ceived a special attention: triangles are first triangulated
with Delaunay triangulation [2], and after that, for every
resulting triangle, it is be determined, which foremost orig-
inal triangle it is part of, to be able to close the divided
beam correctly afterwards. Since Delaunay triangulation is
a well optimized technique, the first stage of this process
would be very fast. But the second stage is an iterative pro-
cess which slows down the algorithm. The BTR hiding al-
gorithm in the same pass performs both stages – it divides
triangles and determines the closing plane of the beam. The
second drawback of the alternative method is that it results
in higher number of divided beams.

Fig. 19. Comparison of two algorithms

Figure 19. shows the comparison of the method imple-
mented in the BTR (left) and the alternative method with
Delaunay triangulation (right). The BTR method gives bet-
ter result – it produces fewer divided triangles. Our method
results in 5 divided triangles and alternative method in 9
triangles.
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