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Knowledge diseovery in databases (KDD) was eva/uated for its potentia/ applieation to the
ana/ysis of survey data on substanee abuse. Data for 238 psyehosoeia/ variables were
eolleetedfrom high sehoo/ ado/eseents (N=4J98). One eriterion variable (marijuana/hashish
abuse) and 77 potential predietor variables were seleeted for linear regression and decision
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survey data, model development of substanee abuse, and prevention aetivities.
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1. INTRODUCTION

The pervasive use of infonnation technology in business and science resuits in the
dramatic increase of data that is collected and accumulated for various purposes. In
addition to the explosive growth in volumes, the structure and complexity of data on
many applications is enhanced as well. New computational theories and tools are
emerging to assist in extracting useful information from voluminous collections of
data, thus constituting a rapidly growing field of Knowledge Discovery in Databases
(KDD). This interdisciplinary field embraces database theory, pattem recognition, AI,
statistics, data visualization, high performance computing and other disciplines [14].

Organizations are facing both the challenge and the imperative to use collected
data more effectively and to discover pattems of relations which could be useful for
solving problems in business and scientific research. KDD, also known as data mining
in statistics, is a process of discovering previously unknown pattems in large
databases. This could be a very difficult task as the number ofvariables and volume of
data become large and interactions among the variables become complex. The ability
to extract valuable information, which is unattainable or difficult to obtain using
standard procedures, could enable organizations to provide services and products
more adapted to specific customers and to win business in the changing market place
[I] .
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Most of the initial business applications of KDD can be found in the fields of
marketing, investment, manufacturing, telecommunications, administration, law
enforcement and professional sport [16]. Some of the recently reported scientific
applications of KDD are related to medicine [31], biology [29], geology [13],
astronomy [8], and linguistics [10]. It is evident that the scientific chalienges of KDD,
as well as its potential for practical application, have ignited the interest of both the
academic and user communities [27].

This paper is concemed with the potential of KDD for discovering unknown
pattems in survey data related to substance abuse. A data set including more than 200
variables and over 4000 records is used to evaluate the applicability of KDD
techniques in discovering pattems in survey data which are difficult to uncover by
standard methods of statistical analysis. It should be noted that no evidence was found
of prior research using KDD in relation to (a) substance abuse, or (b) analysis of
psychosocial survey data. This state is expected to change since producers of
statistical software packages, used by social scientists in related fields, are putting
products with data mining capabilities on the market [11].

2. OBJECTIVES

Effective dealing with substance abuse demands the use of state-of-the-art
information technology in both research and prevention activities [5; 9]. This research
began with an endeavor, supported by the district municipality, to perform an
extensive survey on substance abuse among high school students in one district of
northwestem Croatia. After assessing the extent and intensity of substance abuse for
various segments of this population, an effort was made to identity predictors of
substance abuse behavior using standard statistical procedures. Then, KDD techniques
were used to further investigate the relationship between selected subsets of predictor
variables with specific consumers of narcotic substances and some of the resuits are
presented in this paper. Finaliy, the applicability of KDD techniques was assessed for
potential use in (a) analysis of survey data, and (b) decision making in substance
abuse prevention activities, as part of a research project on intelligent systems in
decision support.

The objectives of this paper are: (1) an evaluation of the applicability of KDD
techniques for analysis of survey data; (2) a comparison of KDD techniques in
relation to standard statistical methods; and (3) an uncovering of novel information to
improve decision making in substance abuse prevention.

3. KNOWLEDGE DISCOVERY IN DATABASES AND DATA MINING

A considerable mental effort is usually required to develop knowledge from
complex data, even if the manual analysis and interpretation are based on statistically
(pre)processed and organized information. The basic problem of the KDD process is
mapping voluminous low-level data into forms which might be (a) more compact (i.e.
less redundant, more relevant), (b) more abstract (for example, a descriptive
approximation or model of a proces s that generated the data), or (c) more useful (like a
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predictive model), all of which should enable a specialist to familiarize himself with
the data and serve as an interface between the data and the user [16].

KDD is an iterative process for discovering useful knowledge from data that
commonly includes the following phases [see 4 for a detailed comparative example]:

(i) Preparation, selection, cleaning, and transformation of data.
(ii) Data mining to extract pattems.
(iii) Incorporation of prior knowledge to interpret extracted pattems.
(iv) Evaluation of extracted pattems to decide what constitutes "new knowledge".
(v) Validation and consolidation of extracted knowledge.
(vi) Making knowledge available and utilized.

(i) The effective extraction of knowledge from data is feasible if appropriate data
sets (i.e. relevant samples, cases, or attributes) are extracted from database(s) and
prepared for analysis. Usually, keys have to be reconstructed, encoded values made
consistent, structures of data standardized, missing data and errors appropriately
represented and handled. Data warehousing is a process which sets the stage for
effective data mining by collecting and cleaning data, and by providing access to
integrated, detailed and summarized data, historic data and metadata in renovated
data structures [25; 34].

(ii) Data mining is a step of KDD which often involves the repeated iterative
application of particular data mining methods in a proces s directed toward two types
of goal: (1) veri.fication of user's hypothesis, or (2) discovery of new pattems in data.
The latter goal is further subdivided into (a) prediction, where discovered pattems are
used for predicting the future behavior of some entities, and (b) description, where the
system finds pattems and presents them to users in a comprehensible form [16].

Many different methods and a vast, ever growing number of algorithms have been
developed for data mining, but the most commonly used methods in data mining are:
artificial neural networks, decision trees, genetic algorithms, nearest neighbor method,
and rule induction. Numerous products are on the market that utilize diverse methods
and algorithms for analysis [32].

(iii) The application of KDD in science emphasizes the importance of prior
knowledge for an interpretation of extracted pattems. It must be accentuated that prior
knowledge is more advanced in science than it is commonly in respect to users in the
field of business, but the complexity of the problems which are addressed in science
can be greater in scale. Prior knowledge is essential for the correct interpretation of
discovered patterns, as well as for developing model s which are closest to the real
world processes they are supposed to represent.

Science users usually know their data in greater detail, and they are better trained
to formalize intuitions into procedures and equations. They also have more experience
with research methodology and statistical inference. Generally, the scientific
applications of KDD should be easier than those for business ar other areas [15].

(iv) Prior knowledge is also used to discern 'new knowledge' and to evaluate
discovered patterns for their significance. Usually, one or more interpreted pattem
structures are chosen to constitute preliminary representative modeJs, out of many
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alternative pattems in a set of data with numerous variables that could be derived by
data mining methods. The selection process is usually performed iteratively on the
basis of reasoning and prior knowledge.

(v) Extracted knowledge should be subjected to validation procedures. Data
miners are sometimes thought of as more interested in comprehensibility than
accuracy or predictability, with a focus on relatively simple interpretable models
involving rules, trees, graphs and so forth. Statistics has much to offer the in
evaluation of resuIts acquired by application of data mining methods [19; 20].

Validation ensures that the discovered knowledge is not an artifact produced by an
inadequate data set, or by the weakness of employed search procedures. The
validation of discovered knowledge is an obligatory step before its application.

(vi) Discovered knowledge may be used to enhance insight in a specific field or
support a decision, it can also be incorporated into another system for further use (i.e.
in a pattern recognition, DSS or expert system), or it can be documented and reported
to interested users [see: 3; 38].

3. METHOD

4.1. Field survey

In a survey on substance abuse 4198 adolescents were polled in a district of
northwestem Croatia. The subjects were pupils in their first, third or fourth year of
high school (i.e. their ninth, eleventh and twelfth consecutive year of obligatory
education in Croatia). The subjects voluntarily and anonymously participated in the
survey, which was performed in the second half of the 1997/98 school year.

Each subject's responses were a source of data for a total of 238 psychosocial
variables. The survey included questions on substance use (alcohol, tobacco, and
narcotics), attitudes related to substance use, consequences of alcohol consumption,
social status, social environment, and out of school activities. The content of the
questionnaire corresponds to a survey previously completed in 26 European countries
[23].

4.2. Preliminary data analysis

Preliminary analysis of the survey data was limited to a frequency analysis of all
238 variables, as well as to an analysis of data on the abuse of specific substances for
different school populations. For narcotics, only the abuse of (a) marijuana or
hashish, and (b) tranquilizers (sedatives) were reported with sufficient frequency to
use data mining methods for analysis. Abuse of other narcotics, i.e. amphetamines,
ecstasy, crack, cocaine, heroin, LSD (ar other hallucinogenic substances), and
anabolic steroids was reported by limited subsets of subjects which differed in size
from 50 to 150 individuals out ofa total of4198 subjects in our survey.

For the purpose of this research, the reported abuse of marijuana/hashish in the
last 12 months was chosen to be the criterion variable. The frequency of reported
abuse of marijuana or hashish is presented in Table 1.
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Table 1. Frequency of reported marijuana or hashish abuse by high school children in our
survey.

Time Renorted freouencv

period 1-2 3-5 6-9 10·19 20-39 400r No
O (never) more resoonse TOTAL

a. In your 3674 229 89 46 40 44 50 26 4198
ifetime

b. In the last 3461 176 53 37 37 21 26 387 4198
12 months

c. In the last 3626 105 34 18 10 4 15 386 4198
30 davs

4.3. Selection of potential predictor variables

Much effort was devoted to the proper selection of potential predictor variables
from the total of 237 remaining variables. Correlation, regression, and factor analysis
were used, as well as logical reasoning in an iterative process of inclusion and
exclusion of potentially useful variables.

Except for the criterion, other variables referring to marijuana or hashish were
excluded from further analysis because they were believed to be a part of the criterion.
Furthermore, since use of marijuana or hashish is commonly antecedent to the use of
other narcotics like heroin and LSD, numerous variables related to other narcotic
substances were also excluded from the list of potential predictors. Finally, variables
that were for some reason found to be of little or no relevance as potential predictors
were excluded as well.

A total of 77 variables was chosen as a list of potential predictors and this primary
set was divided into two overlapping subsets: (l) a drug-independent subset of
potential predictor variables, which are not necessarily related to narcotics, and (2) a
discriminative drug-dependent subset of variables, which are related to narcotics,
with selected social status and activities variables as well.

The first subset of predictors (drug-independent) included variables associated
with gender, school, family, out of school activities, smoking, alcohol consumption,
consequences of alcohol use, and gambling. The second subset of potential predictors
(drug-dependent and others) included variables associated with: gender, school,
smoking, alcohol consumption, use of different alcoholic beverages, consequences of
alcohol use, knowledge of narcotic substances, abuse of various narcotics (i.e.
tranquilizers, amphetamines, ecstasy, and consuming alcohol in combination with
narcotic pills), accessibility ofnarcotic substances, attitudes toward drug consumption,
and substance abuse by friends.

4.4. Linear regression and decision tree method

Data for the criterion and potential predictor variables was recoded prior to the
analysis to answer some of the restrictions of the software used to generate decision
trees. Two overlapping subsets of potential predictor variables were analyzed by both
the stepwise linear regression and the decision tree technique. For the latter, machine
leaming by neural network was performed, with alearning phase and a test phase
each on 50% of the cases, as well as with the visual presentation of a decision tree.
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Since the criterion variable was continuous, inference rules were not generated
automatically, but deduced manually from the decision tree structure for exemplary
purposes.

4. DATA ANALYSIS

5.1. Regression analysis of drul:-independent potential predictors

When stepwise linear regression analysis was performed on the first subset of 41
potential predictor variables (drug-independent), it brought forth 17 predictors of
reported frequency of marijuana or hashish use within the last 12 months (see Table
2.). Multiple R of the predictor variables with the criterion reached 0.456, which
explains about 21% of its variance.

It can be concluded that a large number of the drug-independent predictor
variables affect the criterion. However, a list of predictors explains little about the
structure of marijuana or hashish use. Furthermore, much more statistical analysis is
needed if one needs to highlight specific beneficial configurations of smaller sets of
predictor variables with the heaviest influence on various intensity levels of the
criterion variable, or to identify specific classes of subjects involved in the survey.
From these points of view a decision tree analysis of the same subset of potential
predictors may be more informative (see Figure I).

Table 2. Drug-independent predictors of frequency of marijuana/hashish use in last
12 months (N=4198)

Predictor variables Beta T Sip'.T
Occurrences of excessive drinkinz in last 12 months .189 11.37 .0000
School absenteeism .089 5.82 .0000
Freouencv of smokinz in 30 davs .086 5.51 .0000
Problems with police because of alcohol use .081 4.91 .0000
Hizher vear in hizh school .069 4.70 .0000
Freouencv of nlavinz on zamblinz machines .058 3.91 .0001
Enterinz a conflict or fizht because of alcohol .056 3.35 .0008
Earlv aze of first inhalation of zlue or aerosol sorav .054 3.77 .0002
Father not livinz in same househo1d .052 3.73 .0002
Hizher education of mother .050 2.95 .0032
Non-relatives livinz in household .046 3.33 .0009
Takinz tranouilizers (sedatives) orescribed bv ohvsician .042 2.99 .0028
City (non-rural) residence .040 2.78 .0055
Frequencv of plaving with computer aames .037 2.61 .0090
Hizher education offather .037 2.16 .0309
Mother consumes alcohol excessivelv .034 2.46 .0138
Not seeinz risk in excessive consumption of alcoho1 .030 2.09 .0366

5.2. Decision tree analysis of drul:-independent potential predictors

The result of a decision tree analysis of the first subset of potential predictors
(drug-independent) provides information on the subsets of subjects in which there are
cases of reported use of marijuana or hashish (see Figure I.). By following the

t Beta - regression coefficient; tt T - value of test of significance; ttt Sig. T - statisticallevel of significance.
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"branches "of the decision tree which lead from the "root" to critical "ieaves "(i.e. to
classes of subjects who reported an on the average higher frequency of marijuana use),
a different kind of knowledge can be attained than from the standard regression
analysis output. This knowledge explains in more detail the relationship between the
more significant predictors and the criterion variable.

The highest average degree of marijuana or hashish abuse was reported by 34
subjects defined by "leaf' no. 33 (Figure 1.). This "leaf' is determined by the
following profile of related attributes': fF (a) more than 10 occasions of excessive
consumption of alcohol in the last 12 months AND (b) almost all friends are drinking
alcohol heavily at least once a week (Rl). This unearthed "rule" can be redefined as a
statement: "the most frequent abuse of marijuana/hashish is related to repeated
excessive consumption of alcohol and veryfrequent heavy use of alcohol by friends as
well".

Another examp!e of a high average degree of marijuana or hashish abuse is
defined by "leaf' no. 32 with a frequency of 37 subjects (Figure 1.). Succeeding
attributes determine its profile: fF (a) more than 10 occasions of excessive
consumption of alcohol in the last 12 months AND (b) not all friends are drinking
alcohol heavily at least once a week AND (c) more than 20 occasions of smoking
tobacco during one's lifetime AND (d) education level of mother greater than high
school (R2). The features of this set of critical subjects constitute a new "rule" which
can be defined as: "abuse of marijuana/hashish is related to repeated excessive
consumption of alcohol and an inclination to smoke tobacco for subjects whose
mothers received a higher level of education than high school, if all of theirfriends do
not drink heavily at least once a week".

By following different paths from the "root" of the decision tree to the "leaves "
with critical subjects, distinct "rules" can be derived, as for the 32 subjects denoted by
leaf no. 28 (Figure 1) to whom the following definition statement applies: "abuse of
marijuana/hashish is related to more than one, and less than 10 occasions of
excessive consumption of alcohol in the last 12 months, smoking more than five
cigarettes of tobacco per day, the education of the mother to a level higher than
primary school, and to thefather not living in the same household" (R3).

By examining which branches of the decision tree in Figure 1 !ead to leaves
denoting no instance of reported marijuana/hashish abuse one can also develop the
following "rule": fF (a) there is no excessive consumption of alcohol in the last 12
months AND (b) there is no inclination to smoke tobacco AND (c) almost every
evening in a week is not spent with friends in a bar, disco or at a party THEN there is
almost no likelihood of marijuana/hashish abuse (R4).

Examples of rule generation from the decision tree structure presented in Figure
I demonstrate the potential of this technique for a heuristic search of relevant patterns
(or new knowledge) in the procedure of survey data analysis, as well as for model

, Only a limited content of attributes is denoted with in the nodes of decision trees in Figure I and
Figure 2. The questions asked in the survey that correspond to those attributes were numerous,
lengthy and with different categories of answers. Since they can be found elsewhere [23], they are not
presented in this paper.
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development of real world processes of substance abuse. Different pattem structures
for different sets of predictor variables (as in Figure 2) or different criteria (i.e. abuse
of alcohol, tranquilizers, and other narcotics) can be obtained in minutes, and
explained without much exertion.

However, more simplistic and obvious decision trees could be obtained if either
(a) different algorithms are used for structure generation and display, or (b)
insignificant branches/paths are pruned, or (c) the minimum number of cases in
terminal nodes (i.e. "leaves ") is increased. Our exemplary decision trees (in Figure I
and Figure 2) are presented as they were produced by the software us ed for data
analysis, and have a considerably "overgrown" structure as far as lucidity and
functionality are concemed.

5.3. Regression analysis of dru~-dependent and other potential predictors

In a further statistical analysis, stepwise linear regression was performed on the
second subset of 53 potential predictor variables (drug-dependent and other variables)
and it brought forth another combination of 23 predictors of reported frequency of
marijuana or hashish abuse within the last 12 months (see Table 3.). Multiple R of
these predictor variables with the criterion reached 0.619, which explains about 38%
of its variance. When drug-dependent and other potential predictor variables were
included in regression analysis many more predictors were found to affect the
criterion.

It must be noted that one of the most significant predictor variables, "proportion
of friends who smoke marijuana or hashish ", has been intentionally excluded from
regression analysis (it correlated 0.50 with the criterion). This was done because it
dominated in the structure of the decision tree derived from the second subset of
potential predictors (drug-dependent and other), and it is thought of largely as a part
of the criterion.

5.4. Decision tree analysis of dru~-dependent and other potential predictors

The resuits of the decision tree analysis of the second subset of potential predictor
variables (drug-dependent and other) are presented in Figure 2. From the structure of
this decision tree, the following rules can be unfolded:

o Leaf 31: Very probable marijuanalhashish use in the last 12 months: fF (a) 10
or more occasions of consumption of alcohol in the last 12 months AND (b) use
of ecstasy, or first use of ecstasy at an early age (RS).

o Leaf 29: Probable use of marijuanalhashish in the last 12 months: fF (a) la or
more occasions of consumption of alcohol in the last 12 months AND (b) no
reported use of ecstasy AND (c) there is a proportion of friends who take
tranquilizers or sedatives without prescription AND (d) third or fourth year of
high school AND (e) no disapproval of people who have used ecstasy once or
twice (R6).

o Leaf 13: Probable use of marijuanalhashish in the last 12 months: fF (a) more
than one, and less than 10 occasions of consumption of alcohol in the last 12
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months AND (b) smoking of more than Il cigarettes per day AND (c)
awareness of amphetamines like kalicor or encephabol (R7).

Even though the two subsets of potential predictor variables (i.e. drug-independent
and drug-dependent and other) overlap for a number of attributes, there is very little
similarity in the decision trees in Figure 1 and Figure 2, as well as little similarity in
the rules revealedby their structure. Exclusion of important attributes (like
"occurrence of alcohol consumption in the last 12 months" and "occurrence of
excessive alcohol consumption in the last 12 months ") would considerably alter and
distinguish these models. Our selection of two subsets of potential predictors
demonstrates: (1) the existence of parallel feature structures within survey data sets,
and (2) a potential for the comparison of the relative importance of different attributes
when generating concurrent interpretable decision tree structures for equal criteria or
real world processes.

Table 3. Drug-dependent and other predictors of frequency of marijuanaJhashish use
in last 12 months (N=4198)

Predictor variables Beta Ttt Si!'.
Freauencv of abu se of ecstasy .191 12.07 .0000
Frea. of inhalation of alue or aerosol sorav in last 12 months .168 11.29 .0000
Occurrences of excessive drinkina in last 12 months .123 7.94 .0000
Freauency of abuse of amphetamines .115 7.26 .0000
Occurrences of consuming alcohol in combination with narcotic pills .115 7.49 .0000
Approval of people who have used ecstasy once or !wice .069 5.29 .0000
Coanizance of amohetamine ar related narcotics .060 4.23 .0000
Disagreement with the statement that 'peaple who drink lose control in a .057 4.47 .0000aispleasing man ner"
Frequencv of smokinq in a 30 day period .050 3.58 .0004
City (non-rura/) residence .049 3.90 .0001
Problems with oolice because of alcohol use .049 3.56 .0004
proportion offriends who lake ~nizers (sedatives) without presaipOOri .046 2.88 .0040
Hiaher vear in hiah school .046 3.44 .0006
Schoal absenteeism .046 3.36 .0008
Early aoe of first inhalation of qlue or aerosol sorav .044 3.20 .0014
Propartion of friends who use substances which can be inhaled (i.e. glue) .037 2.37 .0177
Awareness of methadone .035 2.43 .0014
Gender (male) .033 2.59 .0097
Frequencv of drinkinu wine in last 30 davs .031 2.26 .0240
Frequencv of readinq non-schoal books for fun .030 2.41 .0159
Not takina tranquilizers (sedatives) prescribed by phvslcian .030 2.34 .0195
Early age of first attempt to use trooquilizers ar sedatives without presaipOOri .029 2.12 .0340
Frequency of plavinq with computer qames .027 2.14 .0324

t Beta - regression coefficient; +t T - value of test of significance; ttt Sig. T - statisticallevel of significance.
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6. INTERPRETATION OF RESULTS OF DATA ANALYSIS

6.1. Predictors of marijuana/hashish abuse obtained by regression analysis

Numerous predictors of marijuanalhashish abuse have been listed in Table 2 and
Table 3. It can be concluded that variables that are both independent of drug use, as
well as those that are dependent on drug use affect the chosen criterion, i.e. occurrence
of marijuanalhashish use in the last 12 months. There is a great correspondence in
these lists of predictors with predictors of substance abuse reported in other studies [2;
6; 12; 18; 22; 36].

The lists of predictors acquired by regression analysis can be utilized to direct the
selection of potential predictors for the decision tree technique. Using decision trees
on hundreds of potential predictors simultaneously, however, may be impractical, and
in addition many specific but important pattems could be neglected.

6.2. Use of decision tree based rules related to marijuana/hashish abuse

The rules that are generated from the decision trees in our examples (or derived by
other data mining methods) could be used as some of the precursors to a complex
model of substance abuse, as well as part of the predictive tools for identification of
the risk prone (by using rules RI-R3, R5-R7) and the risk free (by using rule R4)
segments of adolescent populations. Moreover, such knowledge extracted from survey
data could both lead the course, and constitute some of the content of substance abuse
prevention. However, an important antecedent to practical application of extracted
knowledge should be its evaluation and the testing of models that have been generated
by using this new knowledge.

To increase the reliability and validity of models developed by the application of
decision tree analyses of our survey data, a larger number of records with more
criterion related subjects should be obtained in a survey, and the sample used for
research should be representative of more than one district or region. In addition,
validation procedures should be perforrned as well.

6.3. Comparison of resuIts derived from Iinear regression analysis and the
decision tree technique

The lists of predictors obtained by linear regression in Table 2 and Table 3 differ
in their inforrnation content from the decision tree structures presented in Figure 1 and
Figure 2. Even though the lists generated by regression analysis are more complete in
the number of attributes affecting the criterion, they represent a trivially simplified
structure of the relations between individual predictors and the criterion, with
quantification largely dependent on the regression equation. On the other hand,
decision tree analysis of the same potential predictor variables has generated patterns
which tumed out to be less embracing of different attributes, but more precise in its
description of pattem structures which represent the relations of attributes to the data.

Evidently, a selection of different subsets of potential predictors for decision tree
analysis could generate abundant pattems or concurrent "models" from one basic data
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set with a large number of variables. Even though these co-existing representations
may complicate a search for one consolidated model of real world processes from
which the data were col1ected, nevertheless they provide many opportunities for the
deliverance of concealed knowledge in the iterative proces s of its elicitation and
verification.

The potential to generate complex rules from decision trees can guide exploratory
research activities when large numbers of variables constitute the collected data sets.
More than a mere description of the processes can be obtained through model s that
incite amore detailed research design, simulation, or experimental appraisal.

Since the accurate use of the decision tree technique may require a sufficiently
large number of records, numerous subjects or instances of measurement may need to
be included in the research data used for analysis. Moreover, when a criterion variable
is selected one must assure that enough cases can be related to it and that a suitable
distribution of data values is present within the criterion variable. If cases related to
the criterion are not numerous, the subdivision of those cases by the nodes of the
decision tree could affect rule generation by disabling the reliable generation of
complex rules for critical "leaves" or terminal nodes which could provide useful
information about proces ses that are inspected (i.e. those terminal nodes would
probably contain a statistical1y insufficient numbers of cases). This problem is
enlarged when a proportion of the records is used as alearning sample and the rest as
a test sample, such as was the case with our analysis.

7. THE POTENTIAL OF KDD IN SURVEY RESEARCH AND SUBSTANCE
ABUSE PREVENTION AND TREATMENT

Researchers in the fields of psychclogy and sociology often use surveys,
questionnaires, tests, inventories, interviews, and other methods to collect numerical
and categorical data from hundreds of subjects. Moreover, their acquaintance with the
research methodology and statistical methods is usually very close. Still, they often
find the proces s of uncovering patterns of relations among numerous psychosocial
variables by standard methods of data analysis to be a complex and exhaustive task.
Our demonstration of the potential of the data mining technique for the analysis of
survey data on substance abuse illustrates that researchers could profit considerably
from the use of such methods. Previously collected research data could be reanalyzed
and future research designs adapted so that the format of the acquired input data is
more appropriate to the data mining methods that would be used for data analysis. It
must be noted that the sound knowledge of statistics and research design considerably
improves the capability for proper evaluation and verification of knowledge
discovered by the application of data mining methods.

Furthermore, the potentials of KDD can be associated with recent trends in the
field of substance abuse related activities, where increased interest has evolved toward
a prevention-oriented, proactive approach, as opposed to the treatment-oriented,
reactive approach (12]. The cost of health care and the social loss associated with
addiction, with ever limited resources for prevention activities, gives motivation for a
more effective identification of those most "at risk" of drug abuse and who need to be
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covered by prevention activities. Presently, more advanced models are sought after in
relation to substance abuse, prevention and treatment, as well as for evaluation,
especially since some recent studies have disclosed insignificant outcomes of some
prevention programs [7, 26; 35], as well as the potential to increase the effectiveness
and reduce the cost of expensive treatment [28]. As demonstrated in this paper, data
mining methods could enhanee the knowledge of substance abuse related processes
and contribute to the development of more pertinent models.

It must also be emphasized that lately much attention has been given to the
development of information systems for substance abuse treatment activities [30; 33].
KDD techniques have much to offer such systems by the application of data
warehousing to database design and maintenance, data mining to the analysis of
collected data, as well as by improving the means by which knowledge is made
available for screening purposes, evaluation oftreatment, and decision making.

8. STATISTICS AND KDD IN THE ANALYSIS OF SURVEY DATA

The early application ofKDD brought forth significant resuIts, but the field is now
abounding in problems that arise from the difficulty of model inference from a limited
number of observations and managing uncertainty in the resuits derived through the
application ofknowledge extraction methods [14].

Statistics has a wealth of technical procedures to offer data miners confronted by
such questions, and several simple methodological morals to serve them in their
efforts [19]: uncertainty should be used and revealed, and not concealed in the
applications and in the use of the results of analyses; the errors of search procedures
should be calibrated; the error probabilities of hypothesis tests should not be taken as
the error probabilities of search procedures; and it should be proven that estimation
and search procedure s used in data mining are consistent under conditions thought to
realistically appear in applications.

If data mining experts take into account the statistical component of the
classification probJems for which they use data mining methods, they can further
improve the classification performance of their systems [17]. It must be accentuated
that the use of KDD in the analysis of survey data does not presume that one can
circumvent the standard statistical problems of inference and uncertainty. Naturally,
the know-how of statistics should be utilized as well.

When using data mining searches one should consider (a) how many discovered
patterns are real and not products of chance fluctuations in databases, (b) how to make
valid probability estimates of those patterns, and (c) how many of them are non-
trivial, interesting and valuable [21]. Statistics can greatly contribute to the
advancement of data min ing results in the validation phase of KDD. It is opportune
that "new" knowledge and "model s" created out of survey data by data mining
undergo statistical and empirical verification.

However, it should also be noted that data mining, and the problems this field
addresses, offers many opportunities for advancement in statistics, and that both
statisticians and data miners can profit by the examination of each other's methods
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and by using appropriate combinations of them to solve diverse real world problems
[24]. One must recognize that data mining greatly corresponds to statistical
exploratory data analysis (EDA) and that decision trees are analoguous to
classification trees in statistics [37].

For an analysis of survey data with numerous variables and a sufficient number of
instances or cases, one should combine both statistics and KDD in a beneficial way to
surpass the limitations of each class of method in the analysis of a specific data set.

9. CONCLUSION

Data collected in a poll of substance abuse among high school adolescents was
used to assess the potential of KDD in an analysis of survey data. We have
demonstrated that KDD can be effectively applied to the process of discovering new
pattems of knowledge in survey data if a sufficient number of cases constitute the data
set. With large numbers of variables or attributes within data sets, KDD methods may
offer a convenient solution for discovering the structural relations of the criterion and
other variables, as well as for prediction and model development. However, statistical
methods may be more appropriate in other areas, i.e. for the verification of discovered
knowledge and validation of models developed from that extracted knowledge.

Numerous predictors of marijuanalhashish abuse have been revealed in this
research paper, with a demonstration of how decision tree analysis can complement a
structure to the lists of predictors generated by linear regression. More in-depth
research is to be conducted on this issue, and the structure of abuse of other narcotic
substances and alcohol shall be examined as well.

Our resuits demonstrate that both the diagnosis and the prevention of substance
abuse has much to gain from the application of advanced techniques of data analysis.
Useful pattem structures may be uncovered from collected data by data mining
methods without excessive effort, but, nevertheless, a conscientious and thorough
validation of the new knowledge or models that are being developed should be an
obligatory step in this type ofresearch and its practical activity.
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PRIMJENA TEHNIKA OTKRIVANJA ZNANJA U BAZAMA PODATAKA
ZA ANALIZU ANKETNIH PODATAKA O ZLOPORABI OPOJNIH

SUPSTANCI

Sažetak

Otkrivanje znanja u bazama podataka (knowledge discovery in databases, KDD) razmatra
se s obzirom na potencijale za analizu anketnih podataka o zloporabi opojnih tvari. Anketom
su prikupljeni podaci za 238 varijabli od 4198 adolescenata, učenika srednjih škola. Kao
jedina kriterijska varijabla izabrana je zloporaba marihuane ili hašiša, dok je 77 varijabli
izabrano za prediktore. Analize podataka izvršene su uporabom dviju metoda: linearnom
regresijom i generiranjem stabla odlučivanja. Nakon prezentiranja rezultata analiza
podataka razmatrane su i uspoređene obje korištene metode. Zaključeno je da KDD tehnike
imaju znatne mogućnosti za otkrivanje novih struktura i veza između varijabli sadržanih u
anketnim podacima, za razvoj modela zloporabe opojnih tvari te za aktivnosti prevencije.
Također je naglašena važnost statističke provjere otkrivenog znanja primjenom KDD
tehnika.

Ključne riječi: otkrivanje znanja u bazama podataka, rudarenje podataka, zloporaba opojnih
tvari, anketiranje.
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