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ON THE ZEROS OF POLYNOMIALS

AND RELATED ANALYTIC FUNCTIONS

Abdul Aziz and W. M. Shah, Srinagar, India

Abstract. Let P(z) be a polynomial of degree n with real or complex coefficients, In this paper we
obtain a ring shaped region containing all the zeros of P( z), Our results include, as special cases, several
known extensions of Enestrom-Kakeya theorem on the zeros of a polynomiaL We shall also obtain zero
free regions for certain class of analytic functions.

1. Introduction and statements of results

n

If P(z) = L a}t is a polynomial of degree n such that
}=o

then according to a famous result due to Enestrom and Kakeya [9, p. 136]. the
polynomial P(z) does not vanish in Izi > 1.

Applaying this result to P(tz), the following more general result is immediate.
n

THEOREM A. If P(z) = L a}t is a polynomial of degree n such that
}=o

tnan ;;::tn-Ian_I;;:: ... ;;::tal;;:: ao > 0,

then all the zeros of P(z) lie in Izi :::; t.

In the literature [2, 5, 7, 8] there exist some extensions and generalizations of
Enestrom-Kakeya theorem. Govil and Rahman [5] generalized this theorem to the
polynomial with complex coefficients.

While refining the result of Govil and Rahman [5]' Govil and Jain [4] proved
the following result.

n

THEOREMB. LetP(z) = L aki ¥=- °be apolynomial with complex coefficients
k=O

such that

I arg ak - 131 :::; a :::;~, k = 0, l, ... , n

for some 13, and
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Then P( z) I has all its zeros in the ring shaped region given by

R3 ~ lal ~ Rz.

Here

c (1 1) {Cz (1 1 ) z MI} ~Rz = 2 1'iJ - M, + 4" ~ - MI + ~ '
and

R3 = 2~~ [-R~lbl(Mz -Iaol) + {4IaoIR~Mi + RilblZ(Mz -Iaol?}~],

where

Ml = lanlR,

z laol ( .]
Mz = lanlRz[R + Rz - ~ cas a + Sin a) ,

c = Ian - an-II,

b = al - ao,

and

2 sin an-I

R = cosa + sin a + -Ia-I- L lakl·n k=O

As an extension of Theorem A, Dewan and Bikham [3] have recently proved
the following result.

n

THEOREM C. Let P(z) = L ajd be a polynomial of degree n such that for some
j=O

t>OandO<k~n,

tnan ~ tn-Ian_l ~ ... ~ tkak ~ tk-Iak_1 ~ ... ~ tal ~ ao.

Then P(z) has all its zeros in the circle

Izl ~ I:nl { C:~:- an) + ~ (Iaol - ao) }.

The main aim of this paper is to prove the following more general result
(Theorem 1) which includes Theorem A, Band C as special cases. These theorems
and many other such results can be established from Theorem 1 by a fairly uniform
procedure. We shall also study the zeros of certain related analytic functions.

We start by proving the following:
n

THEOREM 1. Let P(z) = L ajzi ::j. 0 be a polynomial of degree n. If for some
j=O

real number t > 0

Max Itaozn+1+ (tal - ao)zn + '" + (tan - an-I)zl ~ MI (1)
Izl=R

and
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where R is any positive real number. Then all zeros of P(z) lie in the ring shaped

region

(3)

where

and

r2 = 212 [{Itital - ao12(M2 - tlaolf +4M~R2tlaol} ~ -ital - aol(M2 - tlaoI)R2].

2 (5)

Remark 1. It can be easily verified that

2M2 '
r - I
1- -Itan - an-r1(MI -lanl)R2 + {R4ltan - an_II2(MI -Ianl? + 4IanIR2Mi}~

Itan - an-II(MI -lanl)R2 + {~Itan - an_r12(MI -Ianl? + 4lanlR2Mi}t

21anlMIR2

= Itan - an-II (_1__ -.L) + {Itan - an_Il2 (_1 1 )2 + ~}~.
2 lanl M, 4 lanl MI lanlR2 (6)

If we take R = (1/ t) in (6), then we get

n

Suppose now P(z) = L:ajzj satisfies the conditions of Theorem B, than it can be
j=I

easily seen (for reference see [5]) that

so that for R = t = 1, we get from ( 1),

n

~L laj - aj-r1 + laol
j=I
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n n

~ l)lajl-laj-ll)cosex + l:)Iajl + laj-d) sin ex + laol
j=l j=l

n-l

= lanl(cos ex + sin ex) + 2 sin ex L lajl - laol(cos ex + sin ex - 1)
j=O
n-l

~ lanl(cos ex + sin ex) + 2 sin ex L lajl
j=O

= lanlr = Ml, say

2sin ex n-l

where r = cos ex + sin ex + -I -1- L lajl·an j=O
Also from (7) with t = 1, we have

I

rl=lan-an-d(_1 __ 1 ) + {lan-an_112(_1 __ 1 )2+Ml}2.2 lanl Ml 4 lanl Milani

Clearly rl ;;::1 and it follows by a similar argument as above that

Maxl- anZn+l + (tan - an_l)Zn + ... + (tal - ao)zl
Izl=R

n

~ lanlr7+l + r7L laj - aj-d
j=l

~ lanlr7{rl +r- ::::(cosex + sin ex)} =M2, say.

Now, from (7) for t = 1, we get rl = R2 and from (5) for R = R2, t = 1 we get
r2 = R3. Consequently, it follows by Theorem 1 that all the zeros of P(z) lie in
R3 ~ Izi ~ R2, which is precisely the conclusion of Theorem B. Similarly, many
other such results, in particular Theorem 2 of [3] and Theorem 2 of [4] easily follows
from Theorem 1 by a fairly similar procedure.

Next, we use Theorem 1to prove the following result, which includes Theorem
C as a special case and is also an extension of a result due to Mohammad [10].

n

THEOREM 2. Let P(z) = L ajz! be a polynomial of degree n. lffor some t > 0
j=O

Max Itaozn + (tal - ao)zn-l + ... + (tan - an-l)1 ~ M3, (8)
Izl=R

where R is any positive real number, then all the zeros of P(z) lie in

{ M3 1}Izi ~ Max ~'R .

n

Remark 2. If P(z) = L ajzj satisfies the conditions of Theorem C, then for
j=O
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R = (1ft), with a-I = 0, we have

I~ n kl ~ Itak - ak-I!
~~1L.J(tak - ak-dz - :::;;L.J tn-k = M3,
1-1- t k=O k=O

Since

say.

(9)

.1 = t = I~tak - ak-I I:::;;~ !tak - ak-II = M3R L.J a tn-k L.J la Itn-k la I"k=O n k=O n n

It follows by Theorem 2 that all the zeros of P(z) lie in

I I M3 ~ Itak - ak-Ii
z :::;;-I I:::;; L.J I J n-k .an k=O an t

Now a simple calculation shows that

~ Itak - ak-II = ~ Itak - ak-II + ~ Itak - ak-Ii
L.J Janltn-k L.J lanltn-k L.J lanltn-kk=O k=O k=;'+1

= I:nl { C:~- an) + ~(Iaol- ao)},

and therefore from (9), we precisely get the conclusion of Theorem C.
Again, if P(z) is a polynomial of degree 11 such that for some t > 0

0:::;;ao :::;;tal:::;; ... :::;;t;'a;. ~ t;'+laA+I ~ .. " ~ tnan,

then from (8), we have
n n

~~RxIL(tak - ak_dzn-kl :::;;L Itak - ak_I!Rn-k
1'"1- k=O k=O

;. n

= L(tak - ak_dRn-k + L (ak-I - tak)Rn-k
k=O k=;'+1

1 1;' n

= "R(2a;.Rn-;. - an) + (t - "R) (LakRn-k - L akRn-k) = M4·
k=O k=A+I (10)

Using (10) in Theorem 2, we immediately get the following result, which is a
generalisation of Enestrom-Kakeya Theorem.

n

COROLLARY 1. Let P(z) = 2: ajzj be a polYllomial of degree 11. If for some
j=O

t>O
0./ ;. ;'+1 n:::::ao :::;;tal:::;; .. " :::;;t a;. ~ t a;'+1 ~ " .. ~ tan,

thall all the zeros of P(z) lie ill Izl :::;;Max (Ri, ~), where

;. n

Rl = _1_(2a;.Rn-;' - an) + (t - ~) _1_ (LakRn-k - L akRn-k).
RJanl R lanl k=O k=A+l

If we take A = 11 in Corollary 1, we get
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n

COROLLARY 2. Let P(z) = 2: ajzj be a polynomial of degree n. If for some
j=O

t>O

o ~ ao ~ tal ~ ... ~ tnan,

than all the zeros ofP(z) lie in Izi ~ Max(RI, i), where

Rl = ~ + (t - i) t(::)Rn-k.
k=O

For R = t,Corollary 2 reduces to Theorem A.
We now turn to the study of zeros of certain related analytic functions.

00

THEOREM 3. Let f(z) = 2: ajzj -=t=. 0 be analytic in Izi ~ R. Ifforsome positive
j=O

real number t ~ R
00

Max!l)aj-l - taj)z!-ll ~ M, (11)Izl=R .
J=l

than f(z) does not vanish in Izl < r, where
I

r = 2~2 [{ (Mr-tlaolflao-tad2+4tlaoIRM3} 2 - (MR-tlaol)lao-tad]. (12)

By a similar argument as in the proof of Theorem 2, it can be easily verified
that if tlaol ~ MR, then from (12),

r ~ tlaol,
M

and if tlaol > MR, thenf(z) does not vanish in

Izi ~ R.

(13)

(14)

By combining (13) and (14), the following corollary follows immediately.

COROLLARY 3. If f(z) = 2:';:0 ajzj -=t=. 0 be analytic in Izi ~ Rand

then f(z) does not vanish in

Izl < Minr:I,R}.
Finally, we present the following extension of Theorem 5 of [1].

(15)

00

THEOREM 4. Letf(z) = 2:ajzj -=t=. o be analytic in Izi ~ t. Ifforsomefinite
j=o

non-negative integer k

ao ~ tal ~ ... ~ tkak ~ tk+la'<+l ~ ... ,
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then f(z) does not vanish in

t
Izi < 2 00 •

(2tklak 1- 1) + - Elaj -IajlltjaO laolj=l

If aj > 0 and k = 0, then Theorem 4 reduces to Theorem 5 of [1].

2. Lemmas

For the proofs of these theorems, we need the following lemmas. The first
lemma is due to Govil, Rahman and Schmeisser [6].

LEMMA 1. If f(z) is analytic in Izl :::;;1, f(O) = a where lal < 1, f'(O) = b,
If(z)1 :::;;10n Izi = 1, thenfor Izl :::;;1,

If( )1 ~ (1 -lal)lzl2 + Ibllzl + lal(1-lal)
z "" lal(1 -lal)lzI2 + Ibllzl + (1 -Ial)'

The example
b 2a+--z-z

f(z) = 1:a
1- --z-az2

1+a

shows that the estimate is sharp.
From Lemma 1, one can easily deduce the following:

LEMMA 2. If f(z) is analytic in Izi :::;;R, f(O) = 0, f'(O) = band !f(z)1 :::;;M
for Iz I = R, then

for Izi :::;;R.

3. Proofs of the theorems

Proof of Theorem I. Consider the polynomial

F(z) = (t - z)P(z) = -anzn+1 + (tan - an_I)zn + ... + tao. (16)

We have

G(z) = zn+lF(1jz) = -an + (tan - an-l)Z + ... + taozn+1,

so that

where

IG(z)1 ~ lanl -IH(z)l, (17)
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(by (4))

Clearly, H(O) = 0 and H'(O) = tan - an-I. Since by (1) IH(z)1 ~ MI, for Izi = R,

therefore, it follows by Lemma 2, that

IH(z)1 ~ Mlizi . Mlizi + R21tan - an-II for Izi ~ R .
...., R2 MI + Itan - an-Ilizi '

Using this in (17) we get

IG(z)1 ~ lanl _ Mdzl(M]lzl + R21tan - an-d)
R2(M] + Itan - an-]llzl)

= lanlR2M] + R21tan - an-d(lanl - M])lzl - Mflzl2 > 0,
R2(M] + Itan - an-]llzl)

if

Mflzj2 + R21tan - an-d(M] -lanl)lzl - lanlR2M] < O.

This gives IG(z)1 > 0, if

I I {Jrltan - an_d2(MI - lanl? + 4IanIR2Mi}! - R21tan - an-d(M] - lanl)z< 2M2]
1=

Consequently, all zeros of G(z) lie in Izi~ 1. As F(z) = zn+IG(I/z) we conclude'1
that all the zeros of F(z) lie in Izi ~ ']. Since every zero of P(z) is also a zero of
F(z), it follows that all the zeros of P(z) lie in

Again, from (16), we have

IF(z)1 ~ Itaol-IT(z)l,

where

( 18)

(19)

T(z) = -anZn+] + (tan - an_])zn + ... + (ta] - ao)z.

Clearly T(O) = 0 and T'(O) = tal - ao. Since by (2), IT(z)1 ~ M2 for Izi = R,

therefore, it follows by Lemma 2, that

jT(z)1 ~ M21z1M21z1+ R2jta] - aol, for Izi ~ R.
R2 M2 + Ita] - aollzl

So that from (19) we have

jF(z) I ~ Itaol- M2jzl(M2lzl + R2jtal - aol)
R2(M2 + Ita] - aollzl)

tlaojR2M2 + R2lta] - aol(tjaol - M2)lz! - M~lzl2= --------------- > 0
R2(M2 + Ita] - aollzl) ,

if
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Thus F(z) > 0, if

1 [{ 4 2 2 " 3} 4Izi < 2M2 R Ital - aol (M2 - tlao!) + 4tlaolR-M22

- R21tal - aol(M2 - tlao!)]

(by (5))

Since every zero of P(z) is also a zero of F(z), we conclude that all zeros of P(z) lie
III

Izl ~ r2· (20)

The desired result follows by combining (18) and (20).

Proof of Theorem 2. From (l) and (8) we get

Max Itaozn+1 + (tal - ao)zn + ... + (tan - an-dzl ~ M3R = MI, say.
Izl=R

Replacing MI by M3R in (4) it follows from Theorem 1 that

2M~~= I·
{Itan - an_112(M3R -lan!)2 + 4IanIMjR}! -Itan - an-II (M3R -Ianl)

(21)

Now, first we suppose that lanl ~ M3R, then M3R - lanl ~ O. Since Itan ­

an-II ~ M3, therefore, we have

Or, equivalently

lanlM3 + Itan - an-II (M3R - Ian!) ~ MiR,

which on multiplication by 4M31anl, gives

4M~lanl2 + 4M31anlltan - an-I I(M3R -Ian!) ~ 4lanlMjR.

Adding Itan - an_112(M3R - lanl)2 both sides, we get

{2M31anl + Itan - an-I I(M3R -lanl)}2 ~ Itan - an_112(M3R -Ianl? + 4lanlMjR.

Or,

from which we conclude that
M3

rl ~ ~. (22)

Hence it follows by Theorem 1 that all the zeros of P(z) lie in the circle Izi ~

(M3/lanl)·

Next, we suppose that lanl > M3R, then this clearly implies from (8),

Itaozn+1 + (tal - ao)zn + ... + (tan - an-I)zl < lanl for Izi = R.



182 ABDUL Azrz AND W. M. SHAH

(23)

Using Rouche's theorem, it follows that the polynomial

G(z) = taozn+l + (tal - ao)zn + ... + (tan - an-I)Z + an

does not vanish in Izi < R. This implies that the polynomial F(z) = zn+IG(l/z)

does not vanish in Izi > l Since every zero of P(z) is also a zero of F(z), we
conclude that all zeros of P(z) lie in the circle

1
Izi ~ R'

From (22) and (23) it follows that all the zeros of P(z) lie in

{ M3 I}Izl ~ Max J;,J' R .

This proves Theorem 2 completely.

Proof of Theorem 3. It is easy to observe that lim aktk = O. Now, consider the
k~oo

function
00

F(z) = (z - t)f(z) = -tao + z 'l)aj-l - taj)t-l = -tao + G(z), (24)
j=l

where
00

G(z) = z L.:(aj-l - taj)t-l.
j=l

Here G(O) = 0, G'(O) = ao - tal and since
00

IG(z)1 ~ RIL.:(aj-1 - taj)t-ll ~ MR
j=l

Therefore, it follows by Lemma 2, that

IG(z)1 ~ Mlzl(Mlzl + lao - tadR)
MR + lao - talllzi

for Izi = R.

for Izi ~ R.

Using this in (24), we get

IF(z)1 ~ Itaol _ Mlzl(Mlzl + lao - tallR)
MR + lao - talllzi

ItaolMR + (tlaol - MR)lao - tad Izi - M21z12= -------------- > 0
MR + lao - talllzi '

if

M21z12 + (MR - tlaoD lao - talllzi - tlaolMR < O.

This gives IF(z)1 > 0, if

Izi < 2~2 [HMR-tlaolflao-tad2+4tlaoIM3R} ~ -(MR-tlaol) lao-tall] = r.
(by (12))
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Therefore F(z) does not vanish in Izi < r, from which it follows that f(z) does not
vanish in Izi < r. This completes the proof of Theorem 3.

Proof of Theorem 4. It is clear that lim tj aj = O. Since
J~OO

00 00

laol = !2:)aj-l - taj)ti-I I :::;M~xl~)aj_I - taj)d-I 1= M, say.
j=l Izl-t j=I

Therefore ':1 :::;1, and hence

Min{ tlaol t} = tlaol.M' M

Using this in (15), with R = t, it follows that f(z) does not vanish in

Izi < tlaol. (25)M

Now, for Izi = t we have
00 00

M = M~;I~)aj_I - taj)d-I I :::;L laj-I - tajltj-I
Izl- j=I j=I
00 00

:::; L Itlajl-laj_Illtj-I + Llt(aj -Iajl) - (aj-I -laj_Il)ltj-1
j=l j=l

k 00

= L(tlajl-Iaj_ll)ti-I + L (Iaj-l - t1ajl)ti-1
j=l j=k+l

00

+ Llt(aj -Iajl) - (aj-I -laj_Il)ltj-1
j=l

00

= 2tklakl -Iaol + Llt(aj -Iajl) - (aj-I -laj_ll)ltj-1
j=l

00

:::;2tklakl - laol + 2 Llaj - lajllti,
j=l

therefore, it follows from (25), thatf(z) does not vanish in

I I tlaol
z < 2tklakl - laol + 2 Ej':llaj - lajlltj"

This proves the Theorem 4 completely.
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