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This work will show a new procedure of $Q$-learning in which the agent’s decision, regarding the next step, is not based on the optimal action at that moment but on the usefulness of a future state. A near agent communication has been implemented so that the agents signal each other their future actions which contribute to a better choice of actions for each of the agents. The new method is named $Q$-learning by the $n$th step and multi-agent negotiation. The results of the testing of this algorithm are compared with the basic $QL$ algorithm which is also graphically demonstrated and the advantages of the new algorithm are listed too. An average of 40 % collision decrease is obtained during learning procedure.
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1 Introduction

Tracing agent behaviour on its way to the destination in an unknown environment with obstacles is a complex problem. The difficulty of the problem lies in the fact that the set of all the possible actions given to all the possible inputs is too complex to be described by the usual program languages. From this arises the need to use one of the methods of machine learning. The problem of seeking a destination while avoiding obstacles can be solved in a variety of ways. Some of approaches are artificial potential field method [1, 2], fuzzy logic approach [3, 4], probabilistic roadmap method [5, 6], used in autonomous robots navigation, proportional navigation [7, 8] for air target missiles navigation, and reinforcement learning approach [9, 10] which will be described with more details in this article.

![Figure 1 Step-wise interaction between agent and environment in reinforcement learning](image_url)

The approach presented in this work is based on a process of reinforcement learning. Reinforcement learning ($RL$) is learning through interaction with the environment (depicted in Fig. 1) and it is a method of unsupervised learning. In $RL$ systems, in every time step, the agent observes the state and then it chooses an action from a set of allowed actions based on the current state and policy.

The working environment is the setting in which the agent observes and acts. The set of states which an agent can occupy represents a formal bond between the agent and the environment. In this article, the concept of an agent is used for a software simulated object which moves in a working environment, which is divided to a finite number of fields, and it is seeking for a destination field while avoiding a collision with other objects, i.e. other agents. The agent is learning from the rewards and penalties and it is trying to improve its repetitive performance during the time.

2 Existing methods
2.1 $Q$-learning

$Q$ learning is a technique of reinforcement learning [11] which functions in the following way: the agent learns the value function of the action which gives an expected value by executing particular actions in a particular state while following the policy. A great advantage of this method is that it does not require the model of the environment to compare the expected value of available actions. In the $QL$ method, the agent chooses the action $a_t$ according to the policy $\pi$ and the $Q$-value in the state $s_t$. After executing the action $a_t$ in the state $s_t$, the agent gets an immediate reward $r_{t+1}$ or a punishment $r_{t+1}$. After that it updates the $Q$-value for the action $a_t$ in a state $s_t$ using the $Q$-value of the state $s_{t+1}$ and the reward $r_{t+1}$ according to the update rule, Eq. (1):
\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha \left[ r_{t+1} + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t) \right].
\]  

(1)

This method is proven to converge to the optimal solution [12, 13] with the probability one if each of the actions in every state is performed infinite number of times.

2.2 Double Action Q-learning

\(Q\)-learning is one of the methods derived from the Markov decision process where the agent tries to perform the actions according to the policy and the \(Q\)-values in a particular state. In the next step the agent evaluates the action according to the received reward or punishment and according to the expected value of the current state. In dynamically changing environments – DCE, the model of the Markov decision process can be insufficiently efficient in describing the dynamics of the system. The reason for this may be that in dynamically changing environments the next state is not only determined by the action of an agent, but it can be a consequence of changes in working environment. As the traditional \(Q\)-learning is based on the Markov decision process, it is not appropriate tool for use in dynamically changing environments. In working environments such as this, the update rule of the \(QL\) method may cause fluctuation of the \(Q\)-value. For problem solution in such working environments a new method has been suggested by [14, 15], named Double Action \(Q\)-learning – DAQL, which has two basic differences in comparison with the Markov decision process. Firstly, a state is defined by object and obstacle relation in a working environment. The working environment may have different obstacles, both static and dynamic, with their own properties and states towards the agent. The mutual relations of the agent and the obstacles are the states of an agent in a working environment. The second difference is in that the environment can change independently of the action of the agent and according to this both the agent and the obstacle can undertake actions and cause changes in the states. In the DAQL method the \(Q\)-values are iteratively updated and the agent learns how to act in different states. After modifying of the (1), corresponding modified update rule for the \(Q\)-value is:

\[
Q(s_t, a_t^1, a_t^2) \leftarrow Q(s_t, a_t^1, a_t^2) + \alpha \left[ r_{t+1} + \gamma \max_{a_{t+1}^1, a_{t+1}^2} Q(s_{t+1}, a_{t+1}^1, a_{t+1}^2) - Q(s_t, a_t^1, a_t^2) \right].
\]  

(2)

where \(a_t^1\) is the action of the agent and \(a_t^2\) is the action of the environment in time step \(t\). If there are more agent-obstacles the process of updating the \(Q\)-values is repeated for each agent-obstacle. There is a similar solution called parallel \(Q\)-learning which was used in the problem of solving the block-pushing problem [16, 17]. This rule for updating the \(Q\)-value can be used only when the agent can accurately predict the action of the working environment, but in cases when this is not possible the \(Q\)-value may not converge so the agent may not act as expected. In cases such as these a less aggressive approach may be by using the mean value of \(\max Q(s_{t+1}, a_{t+1}^1, a_{t+1}^2)\) overall \(a_{t+1}^2\) i.e.:

\[
Q(s_t, a_t^1, a_t^2) \leftarrow Q(s_t, a_t^1, a_t^2) + \alpha \left[ r_{t+1} + \gamma \frac{\sum_{a_{t+1}^2} \max_{a_{t+1}^2} Q(s_{t+1}, a_{t+1}^1, a_{t+1}^2)}{\text{count}(a_{t+1}^2)} - Q(s_t, a_t^1, a_t^2) \right],
\]  

(3)

where \(\text{count}(a_{t+1}^2)\) represents the number of actions \(a_{t+1}^2\) available in the system in the moment \(t + 1\).

In the original DAQL algorithm the agent is expected to predict the actions of other agents (environment) and based on that prediction to decide which action it will choose. If the agent has successfully predicted the action of the working environment then it knows what will be the next step of the working environment so it can avoid collision with other agents. Figs. 2a, 2b, 3a and 3b show the usual example of the difference between QL and DAQL algorithm.

In the QL algorithm the agent chooses the action DOWN due to collision evasion, because there is another agent in the adjacent field. What the agent does not know is that the second agent/obstacle moves upwards in the same step, so the agent could in fact execute the optimal action for the current step and that action is RIGHT. DAQL algorithm will choose the action DOWN in a similar situation, in the case when there is another agent below it and if it successfully predicts action of the obstacle to the left.
3 A Q-learning by \( n \)-th step state and multi-agent negotiation

3.1 Basic idea

Unlike the regular QL method, in the DAQL method, besides the agent action, the selection of actions is done according to environment changes (alterations), i.e. according to other agents-obstacles actions. In calculating the actions of other agents a module for predicting their actions is used. It is difficult to predict the action of another agent in some situations, and historical and empirical data do not always involve the current intention and the circumstances of an agent, while presuming agent cooperation the suggested approach is announcing its future actions, i.e. states, then it can signal other surrounding agents so each of them can make a decision about the optimal action towards the \( n \) next states of the environment while presuming their compatibility. These are the basic presumptions of the proposed method. The agent may base its decision about the optimal action according to other agents-obstacles actions because in the process of learning each action in every state is not repeated for an infinite number of times which is a condition for a convergence of the method. In this way the procedure of learning is accelerated. The decision making by the \( n \)-th step is calculated by:

\[
a_t = \arg \max_{a_t} Q(s_t, a_t),
\]

where \( a_t \) is the action of the agent in the moment \( t \), \( s_{t+n}(a_t) \) is any possible state which is in \( n \) next steps if the first action was \( a_t \) and \( a \) is any action in the moment \( t + n \). In the learning algorithm it is necessary to set the parameters and to initialize the Q-value table. After that, the procedure is repeated for each episode in which the initial state of the agent is determined. The agent chooses the action \( a_t \) for each step of single episode in which will have the maximum Q-value in the \( n \)-th step. After completing the action \( a_t \), the maximal Q-value of a future state is searched for while the Q-value of the present state is being updated by the regular equation:

\[
\begin{align*}
Q(s_t, a_t) &\leftarrow Q(s_t, a_t) \\
+ \left[ r_{t+1} + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t) \right].
\end{align*}
\]

The next state \( (s_{t+1}) \) is exchanged for the present state \( (s_t) \) and the procedure is repeated for the next step in cases when the agent has not come to the destination or for the next episode in cases when the agent has come to the destination.

3.2 Multiple goals learning

The agent does not have to be limited to only one goal, but it can have more goals simultaneously. The navigation of the basic robot, which should avoid collisions and seek the target, would be the simplest example of multiple goals. The robot would determine its action according to the optimized path to the destination simultaneously avoiding collisions.

First step of an algorithm in a Q-learning by an \( n \)-th step state and a multi-agent negotiation is the Q-table initialization. The initial state of each episode is randomly selected. In every step of the single episode the agent is searching for an optimal action. The agent will choose its action taking into account other agents’ actions because in this method agents announce their future actions.

Common Q-value for all agent-obstacles is calculated by equation:

\[
Q_{Cd} = \sum_i \frac{1}{d_i} q_{Ca}(s_{t+n}, a_t),
\]

where \( q_{Ca}(s_{t+n}, a_t) \) is Q-value of agent’s state and \( i \)-th agent-obstacle in the moment \( t + n \), and \( d_i \) Euclidean distance between the agent and \( i \)-th agent-obstacle. It is obvious from the formula above that the most significant agent-obstacle in the action-choosing process is the nearest one, and by increasing the distance the significance of an agent decreases respectively.

Final Q-value for both goals is calculated after \( Q_{Cd} \) calculation [18]:

\[
Q_{final} = \beta Q_{DS} + (1 - \beta) Q_{Cd},
\]

where \( \beta \) is parameter which gives more significance to one of the goals, and \( Q_{DS} \) is Q-value for destination seeking goal.

Optimal action for both goals is chosen with:

\[
a_t = \arg \max_{a_t} \left[ Q_{final}(s_{DS,t}, s_{CA,t+n}, a_t) \right],
\]

where \( sd_{DS} \) and \( s_{CA,t+n} \) are agent’s state in the sense of destination seeking and collision avoidance respectively in the moment of \( t \), and \( t + n \).

Q-values are updated after execution of action \( a_t \):

\[
\begin{align*}
Q_{DS}(s_{t}, a_{t}) & \leftarrow Q_{DS}(s_{t}, a_{t}) \\
+ a_{t+1} r_{DS,t+1} + \gamma \max_{a_{t+1}} Q_{DS}(s_{t+1}, a_{t+1}) - Q_{DS}(s_{t}, a_{t})
\end{align*}
\]

and

\[
\begin{align*}
Q_{Cd}(s_{t}, a_{t}) & \leftarrow Q_{Cd}(s_{t}, a_{t}) \\
+ a_{t+1} r_{CA,t+1} + \gamma \max_{a_{t+1}} Q_{Cd}(s_{t+1}, a_{t+1}) - Q_{Cd}(s_{t}, a_{t})
\end{align*}
\]

Next states are becoming current states, and all of the procedure is repeated until the agent finds the destination or until the completion of the single episode, i.e. after the last step. The procedure is repeated episode by episode until the last episode.

Each agent can find out other agent’s actions in the moment of choosing its own action and that is the main reason why this method allows better collision avoidance performance than the regular QL method. It allows better reliability in determining consequences of its actions. In
cases when an agent should choose action which decreases distance to destination, and if in front of the agent is another agent, this method allows the agent to know if the other agent is leaving its path, resulting in decrease of average steps to destination.

3.3 Multi-agent negotiation

Agents negotiate actions (Fig. 4) in the way that agent B answers to agent A’s request by its next actions, and after choosing and taking optimal action agent A updates its $Q$-table.

![Figure 4 - Agents negotiation in nnQL algorithm](image)

Some presumptions are made prior to the agents’ negotiation, like:
1) Agent A is rational and does not go against agent B – cooperation
2) Agent B is independent from agent A, but does not change the chosen action – consistency

The other way of negotiating is by making decisions in a hierarchical way. Every agent gets a priority level and the agent with the highest priority chooses its actions, then the next agent does the same, and so does every other agent until the last one which will coordinate its actions with all other agents.

4 Simulation

The simulation environment was made with the MATLAB numerical computing software tool. The use case functions of different scenarios for both algorithms were coded, respectively, $QL$ and the method proposed here. The set of data with initial locations has been generated to achieve the same initial conditions for each algorithm. The data in this set is generated in the random order. Beside the numerical results, graphs and charts were made which show performance of learning according to the number of episodes. Testing of the proposed method was made with the usage of different parameters and its results were compared with $QL$ method.

4.1 Destination seeking and collision avoidance learning procedure

The testing was executed to evaluate destination seeking and collision avoidance performance of the two algorithms. In the testing scenario the agent is positioned in the centre of coordinate system and it can see the final destination and the other agents, which are no more than ten cells away from it (ten cells to the left or the right and ten cells up or down). The agent can be in one state out of 441 possible states towards the destination cell and in one state out of 441 states toward any other agent. Possible directions of moving, i.e. possible actions, for the agent in the single state are UP, DOWN, LEFT, RIGHT and DON’T MOVE. One of the goals is to seek the wanted location which can be positioned on any possible location. The agent has to learn the optimal path to the destination cell during the learning phase while the other agents are moving through its environment. Collision is a possible situation when two agents are trying to occupy the same cell in the same time step. Therefore, the second goal is for an agent to learn how to avoid other agents, i.e. collision avoidance.

For the purpose of seeking the destination field the regular $QL$ method has been used, while for learning collision avoidance a standard $Q$-learning algorithm was used ($QL$), in one case, and in the other case a $Q$-learning algorithm which bases its decisions on the state of the $n^{th}$ step and multi-agent negotiation (nnQL). In the second case the $n^{th}$ state is the next step and the agents signal their next action, i.e. what their next position will be. As to ensure equal parameters and data of the learning process, a set of data about the starting positions of the destination field for each episode is generated, as are the starting positions of all obstacles and all actions for each individual step during the episode.

Figs. 2a and 2b depict a situation in which a difference between the two approaches can be seen. If the agent, whose learning is based on the $QL$ algorithm, is in the situation seen in Fig. 2a, where the obstacle is positioned in the same direction as the destination field, it will not choose the action which leads it towards the destination differing from nnQL algorithm which will choose optimal action because of communication between agents (Figs. 3a and 3b). The function of the reward is set so that during the learning of objective seeking the agent gets a reward which is equal to the reciprocal value of the distance if the agent is getting closer to the objective, half the reciprocal value of the distance if the distance has not changed and no reward if the agent is moving away from the destination. In learning collision avoidance goal, the agent receives a reward ten if there were no collisions and no reward if a collision occurred. As there are two goals a mechanism has been made by which the agent chooses the optimal action for both aspects of learning. This was done in such a way that the $Q$-value of each visible agent/obstacle is calculated and then multiplied with the reciprocal value of their distance from the agent and after that the final $Q$-value is calculated by combining both the behaviour in destination seeking and the behaviour in collision avoidance. The merging of $Q$-values is done by the equation (7). The optimal action will be the one with the maximal $Q$-value and it is calculated by equation (8).

4.2 Algorithm comparison

The comparison was done for the destination seeking and collision avoidance goals during 500 episodes. The number of steps and collisions per episode, the sum of rewards and the total number of collisions were measured. The maximum allowed number of steps per episode is 100.
The learning rate $\alpha$ is 0.9, and the discount factor is 0.6. The random and optimal actions ratio is 0.05, i.e. every twentieth action is randomly chosen.

In this example the agent chooses a random action in every twentieth step ($\epsilon = 0.05$) and chooses the optimal action in nineteen steps. The QL algorithm finishes the first phase of learning after the 230th episode (Fig. 5). In the second phase of learning there are three unsuccessful episodes in the sense of not finding the destination field. The sum of rewards during the learning is 4000 (Fig. 7). The total number of collisions is 350 (Fig. 9). Six collisions per episode is the maximum value of the number of collisions during the learning (Fig.11).

In the nnQL algorithm the first phase of learning ends after the 140th episode (Fig. 6) which is earlier than in the QL algorithm. The sum of rewards in the end of learning is nearly 4000 (Fig. 8). The total number of impacts is 150 (Fig. 10) and the maximum number of collisions per episode is nine (Fig. 12).

Tab. 1 and Fig. 13 show average number of collisions for both algorithms when changing the number of random steps. Number of random step denotes the period of randomly chosen actions.

The nnQL algorithm was proven better because it has a lower total number of collisions. The reason lies in the fact...
that the *nnQL* algorithm, unlike the *QL* algorithm, knows where the other agent/obstacle is in the next step because of communication so it can reach a better decision in the action it is going to take.

5 Conclusion

*Q*-learning algorithm which decides on the next action by the state of the *n*th step and by multi-agent negotiation is presented in this work. The algorithm was tested and its performance was compared with the performance of the regular *Q*-learning algorithms performance. The results of the test have shown a better performance of the new algorithm in the sense of decrement of the number of steps necessary for seeking the destination by about 60% and decreasing the number of collisions during the learning process in relation to the existing solutions by about 40%.

As the existing methods of evaluating the performance of *Q*-learning have in some cases shown a certain inconsistency and illogicalities the authors hold it necessary to suggest new methods for evaluating the agents learning performance, collision avoidance performance and to impose a measure of the environment complexity which will present a measure for difficulty of the working environment. The new methods should give a more appropriate evaluation tool considering the successful performance of algorithms corresponding to the dynamics of changes in environment and different situations which an agent experiences during the learning. The authors plan to conduct further research in this direction so as to get a precise tool for evaluating processes of learning.
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