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A fuzzy-decision-making procedure is applied to find the optimal feed policy of a
fed-batch fermentation process for L-lysine production in a stirred tank bioreactor from
Brevibacterium flavum 22LD. The policy consists of a feed flow rate, feed concentration
of glucose and threonine, and fermentation time. In this paper the fermentation process is
formulated as a general multiple objective optimization problem. By using an assigned
membership function for each of the objectives, the general multiple objective optimiza-
tion problem can be converted into a maximizing decision problem. In order to obtain a
global solution, a method of fuzzy sets theory is introduced to solve the maximizing de-
cision problem. This method allows direct determination of the optimization problem so-
lution. The applied multiple objective optimization of the process has shown a vast in-
crease of its productivity and decrease of the glucose and threonine concentration at the
end of the process.
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Introduction

Multiple objective optimization provides a
framework for understanding the relationships be-
tween the various objective functions and allows en-
gineers to make decisions on how to trade-off among
the objectives to achieve the performance considered
“the best”. It is an inherently interactive algorithm,
with the engineer constantly making decisions. How-
ever, the weighted sum method in a multiple objec-
tive optimization textbooks is pervasive. This is one
of the most commonly used techniques for solving
problems of multiple objective optimization of
chemical processes. The decision making (DM) as-
signs a weighting factor for each of the objective
functions to convert a multiple objective optimiza-
tion problem into a single objective function prob-
lem. The optimal solution of the weighted sum prob-
lem is one of the Pareto solutions to the multiple ob-
jective optimization problems. However, such a so-
lution may be a local solution due to a duality gap
between the solutions of the weighted single objec-
tive and multiple objective optimization problems.
Clearly, if the Pareto surface is nonconvex, the
weighted sum method may yield poor designs no
matter what weight or optimization method is used.
Several methods have been proposed to overcome
the drawback of such a nonconvex problem.1

Sendin et al.2 have illustrated a general multi-
ple objective optimization framework of biochemi-

cal systems and have applied it optimizing several
metabolic responses involved in the ethanol pro-
duction process by using Saccharomyces cerevisiae
strain. The general multiple objective indirect opti-
mization method (GMIOM) is based on the use of
the power law formalism to obtain a linear system
in logarithmic coordinates. The problem is ad-
dressed with three variants within the GMIOM: the
weighted sum approach, the goal programming and
the multiple objective optimization. We have com-
pared the advantages and drawbacks of each one of
the GMIOM modes. The results obtained have
shown that the optimization of the biochemical sys-
tems was possible even if the underlying process
model was not formulated in an S-system form, and
that the systematic nature of the method has facili-
tated the understanding of the metabolic design and
it could be of significant help in devising strategies
for improving biotechnological processes.

Zhou et al.3 have used a Pareto optimization
technique to locate the optimal conditions for an in-
tegrated bioprocessing sequence and the benefits of
reducing first the feasible space by developing a se-
ries of operation windows to provide a smaller
search area for the optimization.

Many of the multiple objective optimization
problems in the real world take place in an environ-
ment in which the goals, the constraints, and the
consequences of possible actions are not known
precisely. To deal with imprecision quantitatively,
the problem in a fuzzy environment is introduced in

M. PETROV and T. ILKOVA, Fuzzy-Decision-Making Problem of L-Lysine …, Chem. Biochem. Eng. Q. 26 (3) 257–265 (2012) 257

*Corresponding author: mpetrov@biomed.bas.bg, tanja@biomed.bas.bg

Original scientific paper
Received: June 22, 2011

Accepted: September 14, 2012



this study to handle these imprecise goals and con-
straints. Such fuzzy multiple objective optimal con-
trol problems are converted into a maximizing deci-
sion problem through the subjective membership
functions for each of the objective functions. The
optimal solution for each of the membership func-
tions is denoted as the degree of satisfaction with
the assigned threshold requirements.4–6

Tonnon et al.7 have used interactive procedure
to solve multiple objective optimization problems.
A fuzzy set has been used to model the engineer’s
judgment on each objective function. The proper-
ties of the obtained compromise solution were in-
vestigated along with the links between the present
method and those based on the fuzzy logic. An un-
certainty is modelled which has been affecting the
parameters by means of fuzzy relations or fuzzy
numbers, whose probabilistic meaning is clarified
by a random set and the possibility theory. Con-
straint probability bounds that satisfy a solution can
be calculated, and procedures that consider the
lower bound as a constraint or as an objective crite-
rion are presented. Some theorems make the com-
putational effort particularly limited on a vast class
of practical problems. The relations with a recent
formulation are also pressured in the context of
convex modelling.

Wang et al.8 have used fuzzy-decision-making
adding a procedure that is applied to find the opti-
mal feed policy of a fed-batch fermentation process
for fuel ethanol production using a genetically engi-
neered Saccharomyces yeast 1400 (pLNH33). By
using an assigned membership function for each of
the objectives, the general multiple objective opti-
mization problem can be converted into a maximiz-
ing decision problem. A hybrid search method of
differential evolution is introduced in order to ob-
tain a global solution.

L-Lysine is useful as a medicament, chemical
agent, food material (food industry) and feed addi-
tive (animal food). L-Lysine is important for the
proper growth of the human body as it plays an es-
sential role in the production of carnitine, a nutrient
responsible for converting fatty acids into energy
and helping to lower cholesterol. Its demand has
been steadily increasing in recent years and several
hundred thousands tons of L-lysine (about 800 000
tons/year) are annually produced worldwide almost
by microbial fermentation. The significance of re-
search and development has increased rapidly since
the discovery of the fermentative amino acid pro-
duction in the fifties, leading to innovative fermen-
tation processes, which have replaced the classical
manufacturing methods of L-lysine like acid hydro-
lysis. The most effective and cheapest method for
L-lysine biosynthesis (in biological active form) is

the microbiological method by a direct fermenta-
tion.9

In this study, a fuzzy-decision-making proce-
dure has been developed to determine the optimal
feed policy of a fed-batch fermentation process for
L-lysine production from Brevibacterium flavum
22LD. The process is formulated as a general multi-
ple objective optimal problem (GMOOP). By using
an assigned membership function for each of the
objectives, the GMOOP can be converted into a
maximizing decision problem. A method of fuzzy
sets theory has been introduced in order to obtain a
global solution to the maximizing decision prob-
lem.

Material and methods

Kinetic model of the fed-batch process

The mathematical model of the fed-batch pro-
cesses includes the dependences between the con-
centrations of the basic process variables: cell mass
concentration (bacteria Brevibacterium flavum),
substrate concentration (glucose), L-lysine, threonine
concentration and oxygen concentration in the liq-
uid phase. The model is based on the mass balance
equations. We accept that the stirred tank bioreactor
has a perfect mixing. Simulation and determination
of the optimal initial condition and mass transfer
coefficient kLa of the batch process were redevel-
oped by Petrov and Ilkova.10 The model of the
fed-batch process has the following type:
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The model for specific biomass growth rate
seems unbounded (becomes unbounded when the
glucose concentration is close to k S3 0� � ). At the
beginning of the batch process at an increased
amount of sugar there is a phenomenon named
“glucose effect” or “catabolite repression”. This ef-
fect is connected to the quick glucose metabolic
transformation, and the products from this cannot
be used in the anabolic processes and the cata-
bolites oppress the ferment cycle of the three-car-
bon acid (TCA) and functions as a feedback. A
small amount of sugar enters as an inductor and
stimulates the productivity of the ferments of TCA.
This way, the relative rate of the product is in-
creased.

The initial condition given at t = 0 is
�X ( ) .0 3 4� g L–1, � �S S( ) .0 0

1200� � g L–1,
� �Tr Tr( ) .0 0

840� � g L–1, �CL ( ) .0 69� mg L–1, and
� L ( ) .0 00� g L–1.

The initial liquid volume is V(0) = V0 = 10 L,
the initial feed flow rate is F(0) = F0 = const = 0.02
L h–1, and the initial final time is tf = 48 h.

The coefficients of the model (1)–(6) are
k1 = 20.8, k2 = 42.0, k3 = 28.00, k4 = 1.1, k5 = 1.01,
k6 = 0.07, k7 = 0.51, k8 = 62.0, k9 = 28.0, k10 = 37.0,
k11 = 4.0, k12 = 0.12, k13 = 6.1, k14 = 448.0, k15 = 22.0,
k16 = 209.0, and kLa = 135.0 h–1.

System constraints

Almost all engineering processes will have
physical constraints. In this study, the flow rate is
bounded and the volume of the bioreactor is con-
strained, i.e.

0� �F t F( ) max (7)

g V t V f1 0� � �( ) (8)

The concentration of glucose, threonine and
oxygen must be positive all the time; otherwise, an
unrealistic solution in the optimization problem
would be obtained. Thus we have:
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In addition, the stoichiometry of the L-lysine
formation from glucose, threonine and oxygen for
the cell must be obeyed in the fermentation process,
therefore three constraints have been introduced for

each specific yield factor to obtain a realistic solu-
tion in this optimization problem. According to the
definition of the yield factor, these constraints are
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The concentration of glucose and threonine at
the end of the fermentation processes have to be
limited to avoid possible adverse effects on down-
stream product separation. Therefore, we have

g S t Sf8 0� � �� �( ) min

g Tr t Trf9 0� � �� �( ) min

(13)

The lower bounded levels � SFmin
and � TrFmin

,
will help reduce the separation cost in downstream
processing.

If the constraints (10)–(12) are not included in
the optimization problem, unrealistic predicted val-
ues may be found.

Formulation of the decision-making problem

The objective of the problem is to find the opti-
mal feed flow rate – F(t), feed concentration of
glucose (� �S Sin

�
0
), threonine (� �Tr Trin

�
0
), and

fermentation time – tf such that the L-lysine produc-
tion is greater than or equal to the threshold value,
and the consumption of glucose and threonine is
less than or equal to the threshold values.

According to these statements, the production
planning problem becomes a multiple objective de-
cision-making problem. Two requirements must be
fulfilled in such a decision-making problem. The
first requirement is to find the optimal feed flow
rate, feed concentration, fermentation time, and the
associated objective function values. Such an opti-
mal solution can be obtained by using multiple ob-
jective optimization techniques. However, the sec-
ond requirement is to check whether or not the opti-
mal solution will satisfy the pre-assigned threshold
values. If the optimal solution does not satisfy the
threshold values, the DM has to trade-off some
threshold values. The effort should be repeated to
find another optimal solution.8
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According to the above-mentioned procedures,
the first requirement is thus expressed as the fol-
lowing multiple objective optimal control and opti-
mal parameter selection problem. This problem is
simply called the multiple objective optimization
problem (MOOP) and is expressed as

max ( )( )
u

J V tL t ff1 � � (14)

min [ ( ) ]
u

J V t V VS f Sin2 0 00
� � �� � (15)

min [ ( ) ]
u

J V t V VTr f Trin3 0 00
� � �� � (16)

min
u

J t f4 � (17)

The first objective function corresponds to the
total price of L-lysine production. The second and
third objective functions are the cost of the sub-
strates. The last objective function corresponds to
the operating cost.

Multiple objective optimization is a natural ex-
tension of the traditional optimization of a single
objective function. If the multiple objective func-
tions are commensurate, minimizing one objective
function will minimize all criteria and the problem
can be solved using traditional optimization tech-
niques. However, if the objective functions are in-
commensurate, or competing, then the minimiza-
tion of one objective function requires a compro-
mise in another objective function. The competition
between multiple objective functions gives rise to
the distinction between multiple objective optimiza-
tion and traditional single objective optimization.
The problem is further complicated by the lack of a
complete order for multiple objectives.8

In order to concisely define the Pareto optimal
solution, we introduce the following definitions:3,8

Definition 1. The feasible region in input
space, 	 is the set of all admissible control vari-
ables and the system parameters that satisfy the sys-
tem constraints

	� 
 � �{ [ ( ), , , ] | � ( , ), ( ) ,u z f z u z zF t tS Tr f
T

in in
� � 0 0

0 0 1 9� � � � �F t F g kk( ) ; ( , ) , , ,max z u

Here the state equation, � ( , )z f z u� consists of
the fed-batch model (1)–(6).

We are now in a position to define Pareto opti-
mal solutions in respect to the combined optimal
control and optimal parameter selection problem.

Definition 2. A control action u* is a Pareto
optimal policy if and only if u � 	 such that it
does not exist there:

J J ii i( ) ( ) , , ;*
u u� � �1 4

J Jk k( ) ( )*
u u for some k

In general, there is an infinite number of Pareto
policies for a given multiple objective optimization
problem. The collection of Pareto policies is the
Pareto set. The image of this set is called the
trade-off surface.

After the optimal solution is obtained from a
multiple objective optimization technique, the sec-
ond requirement in this decision-making problem is
then performed to check whether or not the optimal
solution satisfies the assigned threshold values. If
the optimal solution does not satisfy the threshold
values, the DM has to assign another threshold re-
quirement. The problem should then be repeated to
find another optimal solution. Interactive program-
ming can be employed to solve the decision-making
problem. In this study, the interactive fuzzy optimi-
zation is extended to solve the multiple objective
optimal control and optimal parameter selection
problem.

Fuzzy-decision-making problems

So far, we have considered the DM problem
under the crisp environment; that is, the optimal so-
lution must absolutely satisfy the assigned thresh-
old values. An assumption that the DM has fuzzy
goals for each of the objective functions is shown in
(14)–(17). The fuzzy goal means an interval of the
assigned threshold instead of a point value in a
crisp environment. As a result, the DM considers
the fuzzy objective function J1 should be substan-
tially greater than or equal to a threshold interval
[ , ].J JL U

1 1 The second, third, and fourth goals

should be substantially less than or equal to the as-
signed threshold interval [ , ],J Jk

L
k
U k= 2, 3, 4.

The multiple objective optimization problem
(14)–(17) is now extended to the general multiple
objective optimization problem (GMOOP) given as

fuzzy J V tL t ff
max ( )( )

u
1 � � (18)

fuzzy J V t V VS f Sin
min [ ( ) ]

u
2 0 00
� � �� � (19)

fuzzy J V t V VTr f Trin
min [ ( ) ]

u
3 0 00
� � �� � (20)

fuzzy J t fmin
u

4 � (21)

The fuzzy requirement for each of all objective
functions can be quantified by eliciting membership
functions from the DM. Maximizing the fuzzy goal
stated by the DM may achieve “substantially
greater than or equal to some intervals”, and the
DM is asked to determine the subjective member-
ship function which is a strictly monotonically de-
creasing function with respect to J1. The member-
ship function of (18) has the type:
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where J L
1 or J U

1 represent the value of J1 such that

the grade of the membership function �(J1) is 0 or 1.

The membership functions for minimizing
goals of (19)–(21) are expressed as
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where J k
L or J k

U represent the value of Jk such that

the grade of the membership function �(Jk) is 1 or 0.

As a result, the DM considers that the fuzzy
objective function J1 should be substantially greater
than or equal to the threshold interval [ ]J JL U

1 1 . The

second and third goals should be substantially less
than or equal to the assigned threshold interval
[ ]J Jk

L
k
U , k = 2, 3, 4. As a result, the fuzzy problems

(18)–(21) appeared in (14)–(17).

The membership function for each of the ob-
jective functions is described in Fig. 1.

Having elicited the membership functions from
the DM for each of the objective functions, the
GMOOP (18)–(21) can be converted into the fuzzy
multiple objective optimization problem (FMOOP)
by an aggregation of the criteria11

min [ ( ) ( ) ( ) ( )]
u�	

� � � �1 1 2 2 3 3 4 4J J J J T

By introducing a general aggregation function
�D(Jk), a fuzzy multiple objective decision making

problem (FMODMP) or maximizing decision prob-
lem can be defined by11

� �D
k

k kJ k� � �
�

max min{ ( ), , , }
u 	

1 4 (24)

Observe that the value of the aggregation func-
tion can be interpreted as representing an overall
degree of satisfaction with the DM’s multiple fuzzy
goals. Let us consider the fuzzy maximizing prob-
lem. While the objective function value is greater
than the assigned upper bound, such a solution ab-
solutely satisfies the DM. On the other hand, the
objective function value is less than the lower
bound. It must be rejected. While the objective
function value is located between the threshold in-
terval, the DM has satisfied the solution to some
degree.

Fundamental to the MOOP (14)–(17) is the
Pareto optimal concept, and thus the DM must se-
lect a compromise solution among the many Pareto
optimal solutions. The relationships between the
optimal solutions of the (24) and the Pareto optimal
concept of the MOOP can be characterized by the
following theorem.1,8

Theorem 1. If u* is a unique optimal solution
to the FMODMP (24), then u* is a Pareto optimal
solution to the MOOP (14)–(17).

This theorem is used to guarantee that the
unique optimal solution of the (24) is a Pareto solu-
tion to the crisp multiple objective optimal control
problems (18)–(21). The statement of this theorem
does not guarantee the unique optimal solution to
(24).

Sakawa5 has introduced the concept of fuzzy
Pareto or M-Pareto optimal solutions for the gen-
eral multiple objective nonlinear programming
problems. Such a definition can be extended to the
combined optimal control and optimal parameter
selection problem in this study. This is defined in
terms of membership functions instead of the objec-
tive functions.

Definition 3. If u* � 	 is said to be an
M-Pareto optimal solution to GMOOP if and
only if another u � 	 does not exist there,
such that � �k k k kJ J[ ( )] [ ( )]*

u u� for all k and

� �j j j jJ J[ ( )] [ ( )]*
u u� for at least one j.

Note that the set of Pareto optimal solutions is
a subset of the set of M-Pareto optimal solutions as
observed from Definitions 2 and 3, and (22). Here
M refers to membership. Using the concept of
M-Pareto optimality, the fuzzy version of Theorem
1 can be obtained under slightly different condi-
tions.
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Theorem 2. If u* is a unique optimal solution
to the FMODMP (24), then u* is an M-Pareto opti-
mal solution to the GMOOP (18)–(21).

Theorem 2 is used to guarantee that the unique
optimal solution of the maximizing decision prob-
lem (24) is an M-Pareto optimal solution of the
fuzzy problems (18)–(21). The key point for using
this theorem is to find a unique optimal solution of
the problem (24). A global optimization method
must be employed to determine such a unique solu-
tion.

Interactive programming techniques are tools
for searching a satisfactory solution by interaction
between the DM and the computer. It can be re-
garded as an interface between humans and com-
puters. An interactive programming algorithm is in-
troduced in this study to find a satisfactory solution
to the GMOOP, as follows:

1. Assigning the threshold intervals [ ] .J Jk
L

k
U r

2. Eliciting a membership function v Jk k( )
from the DM for each of the objective functions.

3. Solving the maximizing decision problem
(24). Let [ , ( )]u

r
k
r

kv J be the M-Pareto optimal so-
lution to the GMOOP.

4. If the DM is satisfied with the current levels
of v Jk

r
k( ), k = 1,…,4, the current M-Pareto optimal

solution [ , ( )]u
r

k
r

kv J is the satisfactory solution for
the DM. Otherwise, to classify the objectives into
three groups based on the DM’s preference, includ-
ing

(a) a class of the objectives that the DM
wants to improve,

(b) a class of the objectives that the DM may
possibly agree to relax, and

(c) a class of the objectives that the DM ac-
cepts.

The index set of each class is represented
by Ir, Rr, and Ar, respectively. The new thres-
hold intervals [ ]J Jk

L
k
U r�1 are reassigned in such

a way that [ ]J J J Jk
L

k
U r

k
L

k
U r

�
�1

for any k � Ir,

[ ] [ ]J J J Jk
L

k
U r

k
L

k
U r� �1 for any k � Rr, and

[ ] [ ]J J J Jk
L

k
U r

k
L

k
U r� �1 for any k � Ar. Then repeat

Step 2.

Here, it should be stressed that any improve-
ment for one of the objective functions can be
achieved only at the expense of at least one of the
other objective functions.

Results and discussion

Since the feed flow rate F(t) is a time depend-
ent variable, the optimal control problem can be
considered an infinite dimensional problem. To

solve this problem efficiently, the feed flow rate is
represented by a finite set of control parameters in
the time interval tj–1 < t < tj as follows F(t) = F(j)
for j = 1,…,K – number of time partitions.

Since the physical constraints in (10) – (12) are
included in the optimization problem, the penalty
function method is used to handle the system con-
straints in fuzzy optimization. Therefore, the func-
tion used in fuzzy optimization is defined as

Q J g t
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where: “max
~

” means “in possibility maximum”,
“�” means “has come into view approximately in
following relation”.

The integration of the square penalty functions
in (25) is used to cover the state variables on the
whole time domain.

In this paper, the concept of Pareto optimality
is employed to characterize a solution to multi-
objective optimization problems.

In order to obtain a global optimal solution, a
fuzzy sets theory method is introduced to solve the
maximizing decision problem. A simple guideline
is presented in the interactive programming proce-
dures in order to find a satisfactory solution to the
general multiple objective optimization problem.

Fuzzy sets theory allows the possibility to de-
velop a “flexible” model that reflects in more details
all possible values of the criterion and control vari-
ables under the model developed. The model of the
fed-batch process (1)–(6) is considered the most ap-
propriate but deviations are admissible with a small
degree of acceptance. It is represented by a fuzzy
set of the following type �X, �S, �Tr, �CL

, and �L has
come into view approximately by the following re-
lations:11–13
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The membership function � �0 
 D has the
form (22). The membership function of the model
(26) is shown in Fig. 2.

The prepositional “flexible” model of the pro-
cess reflects better influence of all good values of
the kinetics variables. The “flexible” model reflects
in more details over all possible values of the crite-
rion and control variables under the model devel-
oped. After examination, the model is considered
the most acceptable.

The fuzzy set of the solution is presented with
a membership function of the criteria �0 and model
�i

13,14
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The solution was obtained by using the com-
mon defuzzification method BADD:14
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(28)

This method allows direct (non-iterative) deter-
mination of the optimization problem.

All programs were written using a FORTRAN
77 programming language version 5.0. All compu-
tations were performed on AMD Athlon II X2 245,

2.9 GHz computer using Windows XP operating
system.

The control variables are satisfied in the
following intervals: [0.00 � F(j) � 0.05] L h–1,
[ ]90 140� �� Sin

g L–1, [ ]70 120� �� Trin
g L–1,

and [ ]40 60� �t f h. The time is discretized in 6
min (but it is fuzzy).

The values elected for the parameters that char-
acterize the compensation degree #, and weights of
�(t, u) are # = 0.95, $0 = 1, and $i (i=1, …, 5) = 0.9,
respectively.

The lower bounded levels for the glucose, and
threonine concentration are � �S Trmin min

.� �0 5 g L–1.

The lower and upper values of the objective
functions are:

J k
L = [350 g, 800 g, 800 g, 40 h] and

J k
U = [600 g, 1500 g, 1300 g, 60 h].

By choosing 10 time partitions for the final
time – tf, and 12 time partition for the feed flow rate
– F(j), feed concentration of glucose – � Sin

, and
threonine – � Trin

, have to be determined in the fi-
nite-dimensional optimization problem.15

The maximizing decision �D at these threshold
requirements was �D = 0.6842 after 17280 itera-
tions. The L-lysine product of 521.04 g is higher
than the lower bound of the threshold requirement
assigned, so that its corresponding membership
function value was �1 1 0684* ( ) . .J � The minimum
supplied amounts of glucose and threonine were
1000.00 g and 933.33 g, respectively. The fermen-
tation time was 44.44 h. These four minimum val-
ues were within the desired requirements. The opti-
mal feed concentrations for glucose and threonine
were 100.0 g L–1 and 93.33 g L–1, respectively.

The DM is satisfied with the current levels of
� k

r
kJ( ), k = 1,…,4, the current M-Pareto optimal

solution [ , ( )]u
r

k
r

kJ� is the satisfactory solution for
the DM. Otherwise, it is necessary to change the in-
tervals J k

L or J k
U , k = 1,…,4 and to determine the

task (24) again.

After solving the maximizing problem (25)
with fuzzy sets (26)–(28), the maximizing decision
�D was �D = 0.7785. The L-lysine product of 563.66
was such that its corresponding membership func-
tion value was �1 1 08555* ( ) . .J � The minimum sup-
plied amounts of glucose and threonine were
1039.11 g and 1127.46 g, respectively. The optimal
feed concentrations for glucose and threonine were
97.39 g L–1, and 105.67 g L–1, respectively. The
value of �D means that 77.85 % of satisfaction was
achieved by each of the assigned requirements. The
maximum L-lysine concentration of 52.84 g L–1 was
obtained.

The optimal feed flow rate is shown in Fig. 3.
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F i g . 2 – Membership function for the model



The cell concentration profiles of Brevibacte-
rium flavum 22LD before and after optimization are
shown in Fig. 4.

Fig. 4 notices an augmentation of the cell con-
centration quantity with more than 20 % at the end
of the process in comparison to that without optimi-
zation and F0 = 20.0 · 10–3 L h–1.

The concentration profiles for glucose and
threonine, before and after optimization, are repre-
sented in Fig. 5.

The concentration of glucose and threonine at
the end of the fermentation processes have to be
limited to avoid possible adverse effects on down-
stream product separation.

The L-lysine production from glucose and
threonine before and after optimization is also illus-
trated in Fig. 6.

Fig. 6 notices an augmentation of the L-lysine
quantity with more than 30 % at the end of the pro-
cess in comparison to that without optimization.

Conclusions

1. The L-lysine production planning problem
using a Brevibacterium flavum 22LD has been dis-
cussed in this study. Such a production planning
problem has been formulated into a framework of
the general multiple objective optimization prob-
lem. The fuzzy multiple objective optimal control
problems have been converted into a maximizing
decision problem through the subjective member-
ship functions for each of the objective functions.
The optimal solution for each of the membership
functions is denoted as the degree of satisfaction
with threshold requirements assigned. In order to
obtain a global optimal solution, a method of the
theory of fuzzy sets has been introduced to solve
the maximizing decision problem.

2. The applied multiple objective process opti-
mizations have shown a vast increase in their pro-
ductiveness, respectively decrease in the residual
glucose and threonine concentrations. These results
led to a higher economic effectiveness for each of
them at smaller outlay.

3. The results obtained from the study have
shown that the multiple objective optimization is a
more complex approach minimizing the risk in the
procedure of decision-making and maximizing the
objective formulated.
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F i g . 3 – Optimal feed flow rate

F i g . 4 – Concentration profiles of biomass before and after
optimization

F i g . 5 – Concentration profiles of glucose and threonine
before and after optimization

F i g . 6 – Concentration profiles of L-lysine before and after
optimization



N o m e n c l a t u r e

F(0) = F0� initial feed flow rate, L h–1

F(t) � feed flow rate, L h–1

Fmax � maximum feed flow rate, L h–1

gi � penalty functions

J k
L � low values of the objective function

J k
U � upper values of the objective function

Jk � objective functions, g

ki � coefficients in the model, (i = 1, 16)

kLa � mass transfer coefficient, h–1

m � number of the control variables, m = 4

q � number of discrete values of the vector u

t � process time, h

tf � final time of the process, h

u � vector of control variables, u = [� Sin
, �Trin

, F, tf,]
T

u
0 � optimal values of control variables

V � liquid volume, L

V(0) = V0 � initial liquid volume, L

Vf � maximal liquid volume, L

G r e e k l e t t e r s

�i(t, u) � membership function for the model, –

�X � biomass mass concentration, g L–1

�X(0) � biomass initial mass concentration, g L–1

�S � glucose mass concentration, g L–1

� �S S( )0 0
� � glucose initial mass concentration, g L–1

� Sin
� glucose feed mass concentration, g L–1

� Smin
� lower bounded levels for glucose mass concen-

tration, g L–1

�Tr � threonine mass concentration, g L–1

�Trmin
� lower bounded levels for threonine mass concen-

tration, g L–1

�Trin
� threonine feed mass concentration, g L–1

� �Tr Tr( )0 0
� � threonine initial mass concentration, g L–1

�CL
� dissolved oxygen mass concentration in liquid

phase, mg L–1

�CL ( )0 � dissolved oxygen initial mass concentration,
mg L–1

�
C* � dissolved oxygen mean mass concentration,

mg L–1

�L � L-lysine mass concentration, g L–1

# � parameter characterized the compensation degree

� � specific consumption rate of cell culture from
glucose and oxygen, h–1

� � specific growth rate of cell culture from glucose,
threonine and oxygen, h–1

�D � general aggregation function, –

�i � deviations of the basic model, i = 1,…,5

� i � given deviations of the basic model, i = 1,…,5

$i � parameter, those give weight of �(t, u)

�i � weights coefficients

�k(Jk)� membership function for objective functions, –

A b b r e v i a t i o n s

DM � Decision making

FMODMP� Fuzzy multiple objective decision-making
problem

FMOOP � Fuzzy multiple objective optimization prob-
lem

GMOOP � General multiple objective optimization
problem

MOOP � Multiple objective optimization problem
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