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Abstract 

Entrepreneurial intentions of students are important to recognize during the study in order to provide those 

students with educational background that will support such intentions and lead them to successful 

entrepreneurship after the study. The paper aims to develop a model that will classify students according to 

their entrepreneurial intentions by benchmarking three machine learning classifiers: neural networks, 

decision trees, and support vector machines. A survey was conducted at a Croatian university including a 

sample of students at the first year of study. Input variables described students’ demographics, importance of 

business objectives, perception of entrepreneurial carrier, and entrepreneurial predispositions. Due to a large 

dimension of input space, a feature selection method was used in the pre-processing stage. For comparison 

reasons, all tested models were validated on the same out-of-sample dataset, and a cross-validation procedure 

for testing generalization ability of the models was conducted. The models were compared according to its 

classification accuracy, as well according to input variable importance. The results show that although the 

best neural network model produced the highest average hit rate, the difference in performance is not 

statistically significant. All three models also extract similar set of features relevant for classifying students, 

which can be suggested to be taken into consideration by universities while designing their academic 

programs. 

Key words:  classification, entrepreneurial intentions, decision trees, neural networks, support vector 
machines 
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1. INTRODUCTION 

 

Following the statment of  Smith (1990) that the the role of university is to foster creativity and 

responsiveness to change, Grigg (1994) has shown that universities need to adopt an entrepreneurial 

approach if they are to fulfil their mission and maintain both intellectual and social role in the society. 

Identifying entrepreneurial intentions could help universities and policy makers to create an environment that 

will stimulate such intentions, rather than neglecting them. 

The paper aims to develop a model that will classify students according to their entrepreneurial intentions by 

benchmarking three machine learning classifiers: neural networks (NNs), classification and regression 

decision trees (CART), and support vector machines (SVM). The purpose of the model is to recognize 

entrepreneurial intentions of students, as well as to investigate the important predictors of such intentions. 

The next section contains the overview of previous research, while the methodology of NNs, CART, and 

SVM is described in section 3, following by the description of data and the experiments. Finally, the results 

of individual models and comparative results are reported and discussed.   

 

2. OVERVIEW OF PREVIOUS RESEARCH 

 

A number of researchers were focused on the factors which determine career choice of students and the 

factors that explain inconsistency between attitudes and intentions. Luethje and Franke (2003) tested a 

covariance structure model on the sample of engineering students. It was shown that entrepreneurial attitude 

of students, as well as perceived barriers and support factors in the entrepreneurship-related context are 

strongly linked with the intention to start a new venture. However, students’ personality was not found 

directly connected with entrepreneurial intentions. Krueger et al. (2000) tested a competitive approach of the 

two most popular intention models based on the Ajzen’s theory (describing perceptions of personal 

attractiveness, social norms, and feasibiliy), and Shapero's theory (variables describing perceptions of 

personal desirability, feasibility, and propensity to act). They found strong statistical support for both 

models. For these reason, in this paper we combine the two models in the choice of input variables. 

Regarding methodology used in previous research, it can be noticed that most of the authors in the area of 

entrepreneurial intentions used multiple regression and structural modelling. Machine learning methods have 

not been used in this area, although they were frequently tested in other problem domains. Lin (2006) used a 

fuzzy NN to test the influences on entrepreneurial-behavioral trends of environmental uncertainties, decision 

styles and inter-organizational relations. NNs outperformed discriminant analysis (St.John et al., 2000) in 

categorizing firms acccording to wealth creation measured as market value added (MVA). SVMs were also 

compared to NNs in financial failures,  machine fault detection (Yeh et al., 2010; Shin et al., 2005), medicine 

etc. In addition to NNs and SVM, decision trees are a method that is frequently used in classification. Lee 
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(2010) used decision trees in conjuction with data envelopment analysis (DEA) for efficiency analysis of 

B2C controls.   

 

3. METHODOLOGY  

 

Artificial neural networks (NNs) were successfully used for classification, prediction, and association in 

different problem domains (Paliwal and Kumar, 2009). The main advantage of NNs is the ability to 

approximate any nonlinear mathematical function (Masters, 1995). The most common type of NN was tested 

in this research - the multilayer perceptron (MLP), a feed forward network that is able to use various 

algorithms to minimize the objective function, such as backpropagation, conjugate gradient, and other 

algorithms. The backpropagation algorithm is based on deterministic gradient descent algorithm originally 

developed by Werbos in 1974, extended by Rumelhart et al. (in Masters, 1995).  

The input layer of a NN consists of n input units Rxi  , i=1,2,..., n, and randomly determined initial 

weights wi usually from the interval [-1,1]. Each unit in the hidden (middle) layer receives the weighted sum 

of all xi values as the input. The output of the hidden layer denoted as cy  is computed by:  
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where f is the activation function selected by the user, which can be logistic, tangent hyperbolic, 

exponential, linear, step or other (Masters, 1995). The computed output is compared to the actual output ya, 

and the local error ε is computed. The error is then used to adjust the weights of the input vector according to 

a learning rule, usually the Delta rule (Masters, 1995). The above process is repeated in a number of 

iterations (epochs), where the gradient descent or other algorithm is used to minimize the error. In order to 

produce probabilities in the output layer, a softmax activation function is added for classification purposes. 

The output layer of all NN models in our experiments consisted of a binary variable (valued as 1 for the 

existence of entrepreneurship intention, and 0 for the absence of entrepreneurship intention). The 

backpropagation and conjugate gradient algorithms were tested, by varying the activation function in the 

hidden layer (sigmoid, tangens hyperbolic, exponential, and linear). The number of hidden units varied from 

2 to 40. The NN structure and training time was optimized by a split-sample procedure. The maximum 

number of training epochs was set to 1000. 

Decision trees i.e. classification trees are frequently used in datamining, due to its ability to find hidden 

relationships among data. Benchmarking NNs to decision trees is also present in previous research (Bensic et 

al., 2005; Lee, 2010). The aim of this method is to build a binary tree by splitting the input vectors at each 

node according to a function of a single input. The two algorithms are the most popular for building a 
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decision tree: discriminant-based univariate splits, and classification and regression trees (CART or C&RT). 

CART algorithm was pioneered in 1984 by Breiman et al. (in Witten and Frank, 2000). Questier et al. (2005) 

summarized CART steps as: (1) assign all objects to root node, (2) split each explanatory variable at all 

possible split points, (3) for each split point, split the parent node into two child nodes by separating the 

objects with values lower and higher than the split point for the considered explanatory variable, (4) select 

the variable and split point with the highest reduction of impurity, (5) perform the split of the parent node 

into the two child nodes according to the selected split point, (6) repeat steps 2–5, using each node as a new 

parent node, until the tree has maximum size, and (7) prune the tree back using cross-validation to select the 

right-sized tree. The evaluation function used in this research for splitting is the Gini index defined as (Apte, 

1997): 

  
i iptGini 21                                                                          (2) 

where t is a current node and pi is the probability of class i in t. The CART algorithm considers all possible 

splits in order to find the best one by Gini index. The C&RT style exhaustive search for univariate splits was 

used in our experiments, with Gini index, equal prior probabilities, and equal missclassification costs. Prune 

of missclassification error was used as the stopping rule, with minimum n=5, and standard error rule=1. The 

10-fold CV procedure was used during the training phase in order to find the right-sized tree with the 

minimal CV cost. 

Support vector machine (SVM) is a machine learning method aimed to be used for non-linear mapping of the 

input vectors into a high-dimensional feature space. It produces a binary classifier, so-called optimal 

separating hyperplanes, and results in a uniquely global optimum, high generalization performance, and does 

not suffer from a local optima problem (Behzad et al., 2009). The basic principle of learning in SVM is that 

it searches for an optimal hyperplane which satisfies the request of classification, then uses an algorithm to 

make the margin of the separation beside the optimal hyperplane maximum while ensuring the accuracy of 

correct classification (Yeh et al. 2010). The principle of SVM can be described as follows. Suppose we are 

given a set of training data n
i Rx  with the desired output  1,1 iy corresponding with the two classes, 

and assume there is a a separating hyperplane with the target functions 0 bxw i , where w is the weight 

vector, and b is a bias. We want to choose w and b to maximize the margin or distance between the parallel 

hyperplanes that are as far apart as possible while still separating the data. In the case of linear separation, the 

linear SVM for optimal separating hyperplane has the following optimization problem (Yeh et al. 2010): 

Minimize www T

2

1
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subject to 1)(  bwxy ii , i=1,2,...,n.                                                  (4) 
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The solution to above optimization problem can be converted into its dual problem. The non-negative 

Lagrange multipliers can be searched by solving the following optimization problem if the problem is 

nonlinear: 
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where C is the nonnegative parameter chosen by users. The final classification function is: 
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where K is a kernel function, which can be linear, sigmoid, RBF or polynomial.  

SVMs are able to select a small and most proper subset of data pairs (support vectors). Since their 

performance depends mostly on the choice of kernel function and hyper parameters, a cross-validatin 

procedure is used as a successfull tool for adjusting those parameters (Min and Lee, 2005; Behzad et al., 

2009). Linear, polynomial, RBF, and exponential kernels were used, where gamma coefficient for 

polynomial and RBF kernel was 0.0625, degree was 3, coefficient varied from 0 to 0.1, c=10. 

Each of the three methods was tested on two sets of input variables: Model 1 - all available data, and Model 

2 - variables selected by a feature selection procedure based on the chi-square statistics and p value for each 

predictor variable (p<0.05 was used as the criterion for selecting important variables in our experiments). 

After the training phase, all three methods were tested on the same out-of-sample data (i.e. the test set). The 

performance of all models is measured by the hit rate of class 0 (i.e. the "lack of entrepreneurial intentions" - 

hit0, or “negative hit rate”)), hit rate of class 1 (i.e. the "existence of entrepreneurial intentions" - hit1 or 

“positive hit rate”), and the average hit rate (ave hit) according to: 
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where c0 is the number of students accurately predicted to have output 0, t0 is the number of students with 

actual (target) 0 output, c1 is the number of students accurately predicted to have output 1, and t1 is the 

number of students with actual output 1. The sensitivity and specificity ratios were computed according to 

(Simon and Boring, 1990): 
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where d0  is the number of false negatives (the number of students falsely predicted to have output 0), and d1  

is the number of false positives (the number of students falsely predicted to have output 1). The type I and 

type II errors were calculated in order to compare the cost of misclassification produced by three models. 
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4. DATA 

The total dataset consisted of 237 regular students of business administration at the first year of study at 

University of J.J. Strossmayer in Osijek, Croatia. The survey was conducted at July 2010. The choice of 

input variables in this paper was lead by two theoretically recognized intention-based models: Ajzen’s theory 

of planned behavior (TPB) and Shapero’s model of the entrepreneurial event (SEE) (Krueger, 2000). 

Therefore, besides students’ demographics, other predictors were used and grouped into the three main 

components: entrepreneurial outcome expectation, social norms and beliefs on entrepreneurship and 

entrepreneurial career, and predispositions (entrepreneurial self efficacy). The total number of 46 input 

variables was used in Model 1, while the Model 2 consisted of 17 variables selected by a preprocessing 

procedure. The four input variables were categorical, while the rest of them were continuous valued from 1 

to 5. For the purposes of model training and testing, the dataset is divided into the train and test sample in the 

CART and SVM models, while the train set is further divided into the train and selection subsample in the 

NN models. To ensure equal prior probabilities of both output classes, a stratified sampling is used, to 

preserve equal distribution of students with positive and negative intentions in the train sample. The structure 

of samples is presented in Table 1. 

Table 1: Sample structure. 

 

5. RESULTS 

It can be seen from Table 2 that the best model (with the highest average hit rate) is the MLP neural network 

Model 2, which uses the logistic activation function and produces the average hit rate of 74.43%. The RBF 

network also works better with Model 2 than with Model 1 yielding the average hit rate of 72%. CART 

decision tree shows a stability of results across models, and the average hit rate of 71.27% is obtained for 

Model1 and Model2. The selected decision tree had only two splits, and the variable “Family prior 

entrepreneurial experience” was the only splitting variable. The split category is 1, meaning that all students 

in the train set that have entrepreneurial history (i.e. entrepreneurs in the family) were classified to have 

positive entrepreneurial intentions, while the others were classified as not having those intentions. 

The best SVM model is Model 2 with polynomial kernel, obtained by the following parameters: degree=3.0, 

gamma= 0.0625, coefficient=0. The total number of extracted support vectors was 86, where 43 were used 

for class 0 and 43 for class 1. It can be noticed that the results of the SVM model are lower than the results of 
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the models produced by other two methodologies, and that the accuracy depends on the choice of the kernel 

function. Polynomial kernel produced the highest average hit rate of all SVM kernels (68.33%).  

Table 2: Results of the models obtained by NNs, CART and SVM on the test sample. 

 

In order to compare the classification accuracy of the models, the test of differences in proportions (t-test) 

was conducted and its results are presented in Table 3. 

Table 3: Statistical comparison of the NN, CART, and SVM models. 

 

The test of differences in proportions shows that the average hit rate of the MLP network is not significantly 

different from the average hit rate of the CART model, as well from the average hit rate of the SVM model. 

Based on this test, it cannot be concluded that any of the three models outperforms the other two in 

prediction accuracy. However, the suggestions of the best model for the observed dataset could be directed to 

other criteria, such as type I and type II errors (or sensitivity and specificity). Table 4 presents the sensitivity 

and specificity (at the diagonal of each matrix), as well as type I and type II errors of the best NN, CART, 

and SVM models.  

Table 4: The sensitivity and specificity of the best NN, CART, and SVM models. 
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It can be seen from Table 4 that specificity of the NN model is 0.65, while its sensitivity is 0.84. The false 

positive rate (i.e. the type I error) of the NN model is 0.35, while the false negative rate (i.e. the type II error) 

is 0.16. It reveals that the NN model is more sensitive than specific, tending to misclassify more students that 

actually had no entrepreneurial intentions into the category of positive ones with entrepreneurial intentions. 

When the same coefficients of the CART model are observed, it can be noticed that the specificity of this 

model is the highest (0.71) among all three models, while the sensitivity of CART is the same as the 

sensitivity of the SVM (0.72), which is lower than the sensitivity of the NN model. The lowest false positive 

hit rate is produced by both NN and SVM models (0.35), while the lowest false negative hit rate is obtained 

by the NN model. The CART model has the smallest difference between type I and type II errors, implying 

that this model is able to balance between sensitivity and specificity. In order to get better insight into the 

importance of input variables in predicting student entrepreneurial intentions, the sensitivity analysis was 

performed on the best NN model by using the out-of-sample data. The most important variable is “Family 

prior entrepreneurial experience” meaning if there is an entrepreneur in the family, student intentions are 

likely to be positive. Other highly ranked variables by the NN model are “Prior working exposure”, 

“Understanding for entrepreneurial way of thinking”, “Perceived control”, and other variables mostly from 

the group of “Entrepreneurial predispositions and entrepreneurial self efficacy”. Although the ranking by 

CART model varies than the one by the NN model, some predictors were found highly important by both 

models, such as “Socializing with entrepreneurial persons”, “Prior working exposure”, “People think I am a 

person with unusual/unconventional ideas”, and “Understanding for entrepreneurial way of thinking”.  

 

4. CONCLUSION  

This paper aims to analyze the performance of three machine learning methods in modelling entprepreneurial 

intentions of students based on demographic variables, entrepreneurial outcome expectation, social norms 

and beliefs on entrepreneurship and entrepreneurial career, and entrepreneurial predispositions 

(entrepreneurial self efficacy). The multilayer perceptron neural networks, CART decision trees, and support 

vector machines with different kernel functions were trained and tested on the same out-of-sample data by 

using all available input space, as well as preselected set of variables. Although the model with the highest 

accuracy in classification is the NN model, its average hit rate is not significantly different from the hit rates 

of the other two models. The analysis shows that the NN model shows highest sensitivity (produces the 

lowest type II error), while the CART model is the most specific one (produces the lowest type I error) in 

recognizing positive entrepreneurial intentions. The NN model with a high sensitivity could be used for 

screening for the students with intentions, since it has tendency to misclassify more students into the group 

of positive ones. The CART model with a high specificity could be used for confirming the test results, since 

it is more specific in recognizing the actual positive students. The results are limited for the observed dataset, 

and further research will include testing the methodology on more dataset in order to generalize the 

conclusions.  
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