Online ISSN 1848-3380, Print ISSN 0005-1144
ATKAFF 53(4), 373-381(2012)

Zhibo Wen, Patrick Henkel, Christoph Giinther

Multi-Stage Satellite Phase and Code Bias Estimation

DOl 10.7305/automatika.53-4.245
UDK 621.396.91.018.12:528.02
IFAC5.8.3 Original scientific paper

Precise point positioning with satellite navigation signals requires knowlefoggeallite code and phase biases.
In this paper, a new multi-stage method is proposed for estimating of theseshusing measurements from a
geodetic network. The method first subtracts all available a priori krdy@en orbits, satellite clocks and multipath
from the measurements to reduce their dynamics. Secondly, satellieelmhass, ionospheric delays, carrier phase
integer ambiguities and the geometry combining all non-dispersive gaeasnare jointly estimated in a Kalman
filter. Finally, the a posteriori geometry estimates are refined in a secainoi filter for the computation of orbital
errors, code biases and tropospheric delays. As the first Kalmanifilteduces time correlation, a generalized
Kalman filter for colored measurement noise is applied in the second skhggproposed algorithm is applied to
dual frequency GPS measurements from a local geodetic networkrina®g. A remarkable bias stability with
variations of less thaB cm over4 hours is observed.

Key words: Satellite navigation, Phase biases, Code biases, Ambiguity resolution

ViSerazinska procjena faznih i kodnih pomaka satelitskog signalaPrecizno odréivanje poloZaja uporabom
satelitske navigacije zahtjeva poznavanje satelitskog koda te fazna mjetérgaom radu predlozena je nova
metoda za procjenu faznih pomaka signala uporabom rezultata mjeraggadetske mreze. U prvom koraku iz
mjerenja se izuzimaju poznati podaci o orbitama, satelitskim satovima tnikes putevima, kako bi se smanijila
njihova dinamika. U drugom se koraku uporabom Kalmanovog filtrajenjuju fazni pomaci, ionosferska kasnje-
nja, neodréenost broja valnih duljina nosioca i geometrija koja ukijje sve nedisperzivne parametre. Koma,
odreiuje se korigirana geometrija u drugom Kalmanovom filtru radi prora orbitalnih pogreSaka, pogreSaka
koda i troposferskog kasnjenja. S obzirom na to da prvi Kalmanov fittasi vremensku korelaciju, 6jKalmanov
filtar primjenjuje se u drugom koraku. PredloZeni algoritam primijenjen jeafrekvencijskim GPS-mjerenjima
u lokalnoj geodetskoj mrezi u Njerakoj. Postignuta je visoka stabilnost rezultata uz varijacije manje od 3 cm
tijekom 4 sata.

Klju €ne rijeci: satelitska navigacija, fazni pomak, pomak koda, nedeinest rezolucije

1 INTRODUCTION Gabor and Nerem [4] and Laurichesse and Mercier [5]
estimated the L1 and L2 phase biases by combining the
The positioning of a kinematic receiver in real-time with fractional bias term of the Melbourne-Wiibbena combina-
centimeter-level accuracy can currently only be achieveggn [6] and the joint bias/ ambiguity term of the geometry-
in _differential modg, i.e. a relative positioning of two re- preserving, ionosphere-free phase-only combination. The
ceivers. Double difference measurements between a paihtained pseudo-phase biases enable an unbiased estima-
of satellites and a pair of receivers are performed to elimitign of the L1 and L2 integer ambiguities. However, these
nate the receiver and satellite biases and, thus, to s'ynplifphaSe biases also include a weighted combination of code
the resolution of the carrier phase ambiguities. Howevelyigses on both frequencies. It is shown in [7] that these
this double differencing requires the exchange of the comgq; | 2 pseudo-phase biases correspond to a geometry-

plete set of measurements, which is a major drawback angteserving, ionosphere-free narrowlane combination with
a strong motivation for precise point positioning. A pre- 5 wavelength of oniy0.7 cm.

requisite for the resolution of undifferenced integer ambi

guities is the knowledge of satellite phase and code biases. Giinther proposed a much more general measurement
Today, the International GNSS Service (IGS) [1] is provid-model, which assumes an individual phase and code bias
ing differential P1/C1 code biases, which are computed offior each satellite, receiver and frequency in [8]. As the est
the basis of the ionosphere-free linear combination [2] [3]mation of all biases is not feasible, a Gaussian elimination
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can be performed to obtain the optimal mapping of biasesf,m: phase noise and phase multipath,

and ambiguities into a full-rank subspace. The proposeeﬂ;’i: code noise and code multipath,

mapping can also be applied to triple frequency measure- h X ) q
ments, which enables the use of more attractive combina- The geometry terny;* contains non-frequency depen-

. . . 7
tions than the currently used dual frequency Melbournedent terms including the geometric range — (|, the

Wiibbena and ionosphere-free phase-only combinationkeceiver and satelhtke clock offsets;, co*, and the tropo-
Zou et al. described in [9] a similar mapping, i.e. he over-SPheric slant dela§?. Itis described by

came the rank defect by mapping tRe+ K receiver and gr@t) = |7 — 7Rt — ATF@)|| + TF(t)

satellite biases and thfe- K integer ambiguities into a first e (8i(t) — 8*(t — ATF(2))) 2)
subset of R — 1)(K — 1) integer ambiguities and a second ’ ’ ’

subset ofR + K — 1 real-valued bias-ambiguity combina- where the satellite clock offset refers to the time when the
tions. The ambiguities of the first subset correspond to theignal was transmitted, and thus, the signal propagation
double difference ambiguities. time A7 (t) from the satellite to the receiver has to be con-

As the convergence of biases and ambiguities is one cfidered. - _

the most challenging problems of precise point position- ASSuming the number of one type of observations on
ing, two cascaded Kalman filters are proposed to estimat@dch frequency is, one would obtain a total number of
the phase and code biases. The paper is organized as e measurements on both f_requenmes. However, alone_ the
lows: Section 2 proposes the parameter mapping and co§E0Metry terms, ionospheric slant delays, and the ambigu-
sequently the full-rank measurement model; Section 3 t#i€S would add up tas unknowns. Therefore, the system

5 described the subtraction of a priori knowldege and th@f €quations (1) is rank-deficient, i.e. it is not possible to
first and second stage Kalman filter; Section 6 shows thgStimate all the parameters in (1). A set of parameter map-

simulation results. pings is then applied to remove the rank-deficiency, and
is explained below in steps. After each step of parame-

2> MEASUREMENT MODEL ter mapping, a tilde symbol is put on top of the combined
parameter.

A very general model for the absolute carrier phase and _
code measurements on two frequencies is used in the ag-1 Parameter mapping
proach of Glinther [8]. Assuming each link bias can be In the first step, the receiver and satellite code biases

treated separatetf = 3; + 3%, ditto for b, i.e. are split into two parts according to the dependency on fre-
. . . . . qguency: one parb, ;, b’; to the geometry terms and the
Apti(t) = gi (1) = I7;(8) + MNT; + Bri + Fr other part; ;, b* to the ionospheric slant delays, i.e.
+ gki t 5 ~ =4
) e, ) ) GE(t) = g (0)+byit b, TE () = IF () +bri+bf, (3)
Aoy (1) = g (t) — qialy ;(t) + A2 Ny ; + Bai + Ba with
+ 5§,i(t)7

. . B} P b — b — a1 b — ba; — b1
P1i(t) = g; (t) + I7;(t) + b1 + b7 + 07 (1), gt = RCi @y—1"

p)
a2 — 1
Pg,z‘(t) =gi(t)+ q%2jf,i(t) + b2, + bs + 7]5,1‘(75)’ (1)

b]2C - (J%lef kE_ blzc - blf
2 _
where the indices, k (i € {1,...,R}, k € {1,...,K}) di2 = 1

by o= 252 b= . @

. ! Gty — 1

andt represent respectively receiver, satellite and time, andhe phase measurement equations are also affected since
q12 = f1/f» denotes the frequency ratio. The remainingthe geometry and ionospheric delay are common in code
parameters are explained in the following withbeing the ~ and phase measurements. The phase biases shall be ad-

frequency index: justed to compensate for the mapped code biases, i.e.

3, . — _b . N I _b . 2 )
Am@f, i carrier phase measurement, 5}1 =B = bgi+bri, 52} Bar = bg,i + digbr i,
ok, i code measurement, BY = BY — bl + b}, B5 = B5 — b + qibi. (5)
gk geometry term,

In a next step, one of the satellite phase biases is absorbed

i . )
Imléi' _ !onosphencb_sla_nt delay, in the other satellite phase biases and also mapped to the
Npng € 20 Integer ambiguity, receiver phase biases, i.e.

B, i receiver phase bias, ~ _

B satellite phase bias, Bri=Pri+ Bl BEF=pF-j,

by, i receiver code bias, = - - 5 oA A

b satellite code bias, Pri=Pai+t B2, B2 =5 — b, 6)
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where as an example the phase bias from the first satelli®l Subtraction of range information

is chosen. There exi r f fr m on the choi . . 2
s chose ere exists a degree of freedom on the choice g, o 1o sateliite positiorf: and clock offsetd7” are
of the reference satellite. n

Last but not least, a subset of ambiguities are m(,lepeavallable from the broadcast ephemeris, also the receiver

. o . . sition7; available from the reference station, these a pri-
to phase biases and other ambiguities, which are projected. .
. ; . . . ori information shall be subtracted from the code and phase
into the following subspace according to Wen in [10]:

) . measurements, i.e.
:- . :' N ‘ :k - :k k - . .
Bimhor X BB X AN e o

N; €Nsup N; € Neup m,t,n m,i,n
vk __ k k
N7 =N;+ E ¢; i Ny, (7)
N; € Ngub

Apfn,i,n = pﬁn,i,n - ||F2 - T_fLH + 65%7]:7 (9)

which also updates the geometry term as

where the coefficients; ;, c¥, andc? ;, as well as the subset -

of ambiguitiesN.,;, are determined by Gaussian elimina-  AgF, = (&) A7 + c67; + b + M, T, 0, (10)
tion. Note that there also exists a degree of freedom on the

choice of the subset. with &, denoting the unit vector from the satellite to the
receiver,M being the tropospheric mapping function and
2.2 The full-rank measurement model T, representing the tropospheric zenith delay.
After the three steps of parameter mappings, a full-rank
measurement model is obtained: 3.2 Multipath correction
M@k (8) = gF(t) — IF,(t) + M NT, + Bri + BY In general, multipath estimation without constraint is
ek (1) not feasible in real-time processing, since multipath af-
Lah . . fects each satellite-receiver link individually and isaals
>\2¢§,¢(t) =gk (t) — quffi(t) + )\Qﬁzkﬂ, + B+ b time-variant. Howgver, the r_eceiver.-satellite geometry r
5 peats every satellite revolution period (e.glh 58mins
+ 82{('5)’ 2s for GPS) for geodetic reference stations, which enables
ph () = Gr(t) + 1T, (t) + nt (1), multipath estimation with measurements taken from mul-
) & =L ok tiple sidereal days with same satellite geometry (see Wen

which enables the estimation of the whole parameter set

ith work of . ncluding th vt GPS measurements were taken from a network
WIth & EtwWork of recelvers, Inciuding the geometry terms, ¢ geodetic SAPOS (Satellitenpositionierungsdienst der

the ionospheric delays, the ambiguities and the phase bHeutschen Landesvermessung) stations (see [12]) in
aseAs. h q d oh . _Bavaria between May 30 and June 5 in 2011. The sta-
S the code and phase measurements are In practigh o 5 yse the same brand of receivers (in order not to

prqwd?d Wr:th a cer_ta(ljn sqmpllnlg rageée;gl—(;;), the NO" " introduce inter-brand receiver biases), as shown in green
Fa(t;on or the ftITI]e n ex IS replaced by a Iscrete time triangles in Fig. 1. The observation period on the last day
Indexr in the following sections. was from8:00 am t09:40 am, and was shifted multiples

3 SUBTRACTION OF A PRIORI KNOWLEDGE Sfeimlen;y%s on the other days to obtain the same satellite

The geometry terms contain orbits of the GPS satellites, i _ .
which introduces non-linearity in the state space model. A Kalmanfilter has been set up (detailed description in
Thus, it is beneficial to correct the code and phase meg€ction 4) to solve the system of equations (8), where the

surements with rough range estimates, which can be calcilt€ger nature of the ambiguities was not considered. Then,
lated from the known coordinates of the reference station'€ code residuals ovérconsecutive days have been ana-

and the satellite positions from the broadcast ephemerié}(ze‘j' The code residuals from station Giinzburg and satel-

This enables a much stronger state space model in tH_ge PRNS5 are shown in Fig. 2. To illustrate the repeatabil-

Kalman filter estimation and therefore more accurate statly: e curves have been shifted by multiples2aheters

estimates. to distinguish the code residuals from different days. It is
Moreover, if the reference stations can be observed tgbvious that the residuals experienced similar large -oscil

repeat a multipath error pattern, the bias estimation caltions, especially inlow elevation angles.

also benefit from the correction of the multipath. To deter- The estimated multipath at station Gunzburg is shown

mine the multipath pattern, the observations over multiplen Fig. 3, which is obtained from a sidereal filtering of the

days under same geometry conditions shall be needed. code residuals over a whole week. Through the sidereal
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Fig. 3. The multipath estimate of the link between station
Gunzburg and PRN

Fig. 1. The SAPOS network in Bavaria. Green triangles in-
dicate the stations where the observations were taken. The
station Gunzburg in blue triangle shows strong repeatable
multipath error.

Code residual from PRN 5 [m]

25 35 45 55
Elevation angle [deg]

Code Residuals for PRN 5 [m]

Fig. 4. Benefit of multipath correction: The strong multi-
‘ ‘ ‘ | path pattern is removed, and thus the code residual con-
25 35 45 55 tains a nearly white Gaussian noise

Elevation angle [deg]

Fig. 2. The code residuals observed at station Gunzburgy
for PRN5 between the observed period over a week. To
distinct among others, the curves have been shifted artifi- Zn = Hptn + Cn,

cially. Tp = Pp 121+ wWp_1, (11)

wherez,, andx,, denote respectively the measurement and
filtering, the code noise on the residuals is substantialy r state vectorH,, and ®,, denote respectively the genera-
duced. If one applies the multipath correction in the sam&on and state transition matrix, argg andw,, are mea-
estimation process using an independent set of measurgdrement and process noise, which are assumed to fol-
ments on June 6, most of the oscillations are removed itPw white Gaussian distributionss,, ~ N(0, R,,), and
the code residuals and a nearly white Gaussian noise is o ~ N (0, Q).

tained as shown in Fig. 4. At each epoch, the Kalman filter performs a predic-
tion step of the state estimates according to the ones from
4 THE EIRST-STAGE KALMAN FILTER the last epoch, and updates the prediction with the current

measurement, i.e.

Kalman filter algorithm takes advantage of the system’s -
dynamic model and a series of measurements to estimate P"_
the time-varying states, which in most cases are more pre- " o
cise than those obtained by using single measurements By =y, + Koz — Hpy),
alone [13]. A conventional Kalman filter contains a mea-  &n = P, H, (H,P, Hy +R,)~", 3 Update (12)
surement model and a state space model, which are given Bl = - K,Hn)Ey,

-+
g } Prediction
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where the upper indices “-" and “+” denote a priori and a4.2 Change of satellite visibility
posteriori estimation respectively, aft] is the covariance

) ) The described algorithm can also be applied to estimate
matrix of the state estimate. 9 PP

the biases in along period of time, and thus, one has to take

A first-stage Kalman filter is implemented to estimateinto account the change of satellite visibility, as desedib
the geometry, the ionospheric slant delay, the ambiguitiepy Wen et al. in [14].

and ihe phase biases in equation (8). The ge_ometry 'S This includes two scenarios: A setting satellite removes
treated as a whole parameter and not yet split into posi;

. i ) . he satellite-receiver links, as well as the associated am-
tion domain, which helps the convergence and fixings o

— o . iguities. However, the already mapped ambiguities in
the ambiguities and thereby the stability of the biases. Th%quation (7) shall be continuously tracked. The satellite
state vector reads

phase bias shall be also removed from the state vector, if

= (Aﬁia ,Ag{“, L Agg’*, A!LJ%’ .7A§§R, that satellite is no Ionggr_ V!Slb|e tp all the stations in the
network. It can be re-initialized with the converged value
= g F ‘kp 2 z z z when the satellite rises up again.
Ill7 '7I}IQ(RaI%7 '71113(1?‘7617'"761?)62’"'76Ka L. p g
R ~ T Another scenario is the rising case, where new states
N, ..., Nﬁfﬂ) , (13) areintroduced to the system and new parameter mappings

are performed. If a satellite is only rising at some stations
with each item being a vector containing all the representand was already visible at other stations, the phase bias
ing parameters. estimate from that satellite would benefit from increasing

rate or ionospheric delay and its drift was derived bythe range, ionospheric delay, phase bias as well as the am-
Brown et al. in [13] and reads biguities shall be initialized and added into the system.

4 3

Q=5,- ( 2;721 AAtté2 ) ©1°%s  (14) 5 THE SECOND-STAGE KALMAN FILTER
5.1 Colored measurement noise

with S, denoting the spectral amplitudé\¢ being the

epoch interval, an® representing the Kronecker product.

The amplitude in the process noise has been s&b tmm

for the range rate, ant cm for the ionospheric drift. No

In the second-stage Kalman filter, according to equation
(10) the geometry term is split into orbit corrections, re-
ceiver code bias/clock offset, satellite code bias andotrop
spheric zenith delay, which are included in the state vector

process noise is assumed for the ambiguities and the phaa%
: S ven by
biases in this paper.
_ -1, T KT A S1,T SK,T
4.1 Sequential ambiguity fixing Yn = (AT” vy AT AT AT 0T
T
The integer nature of the ambiguities shall be exploited TR b Ty, Torm) - 17)

to further improve the stability of the bias estimates. The . )
ambiguities are fixed sequentially during the first-stagéo‘ Ilne_:ar state space model is assumed for the orbit correc-
Kalman filter, where a subset is fixed to integers if the floaf!®": I-€:
ones have converged to an integer value over a time win-

dow, i.e.

Sk —k Sk
A?"n = Arn71 + AtATn71 + wA'Ff,l’
T, Sk Sk
P R An:Arn+wr7 (18)
Y SN ) = Ty p, (15) A
i=1 where the first order derivative of the orbit corrections is
whereT;, denotes the time window, represents a proba- assumed to follow a random walk process.
bility that allows some outliers, and the indicator funatio The a posteriori geometry estimagj+ from the first-

[ reads stage Kalman filter is taken as the measurement for the
o otk otk second-stage Kalman fiIter.AThe measurement nbisks
FONER Y = { Lt ‘Nm,ni — [N pal] <em then the estimation error iAg;", i.e.
Y 0 else .
(16) 19n = Agi - Agn- (19)
with ey, being the threshold. In the implementation, the
parameters have been choserfgs= 600 epochse, = According to the prediction and update equations in
0.08 cycles, ang = 95%. (12), the estimation error in the first Kalman filter is cal-
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culated as wherez, = Aé;f. To clarify the notations with Eq. (11),
. . o in the following the measurement vectay, the generate
B = @n =&, + K- (20 — Hody) — matrix H,,, the state transition matrik,,, the process noise
= @n,lﬁsi_l + K, (zn — Hnd)n,l:%jl_l) -z, w,, the measurement and the process noise covariance ma-

tricesR,, and@,, all refer to the second stage.

={U- Kan)fbn,l;chfl + K, (Hpx, +v,) — xy,
Applying the equations in (11) yields

=(I - K,H,)®, 13} ,—

(I - Kan)(q)n—lxn—l + wn—l) + Knvn Z;kL = Hn+1Yn+1 + ﬁnJrl - Fn (Hny’ﬂ + 0“)
= (I - Kan)(I)nfl(‘%Ifl - In,1)+ = Hnt1 ((I)nﬁn + wn) +pdn + Cn
(I - Kan)U)n_l + K, v, (20) Iy (Hnyn, + ﬁn)
which shows that there exists a cross-correlation between ( . + . ) Yn + Hng1wn +
a posteriori state estimates over consecutive epochs, i.e. = Hyyn + 0y, (27)

N W7 H T} with the transformed generation matrix and transformed
E { (&0 = B{E7}) (0 — B{E 1)) measurement noise being defined as

— (I — K, H,)®, P .. 21
( ) 14n—1 ( ) H;éHn_,'_l(I)n—Fan

Therefore, equation (19) is further derived as 95 A H,y w4+ C (28)

T _ _ .
E {ﬁ”ﬁnfl} = = KngHng)Pn-1,4 The “new” measurement noise is whitened, since hath
T . .
2 - 2 ~ and(,, are assumed white Gaussian. However, a correla-
B (A5~ Mgt ) (A5 — Adus) ndcn . 2
tion between measurement noiggand process noise,,

= (I = KpgHp g)®n_14P7 (22) isintroduced, i.e.

n—1,g°
. . . . * T
where the lower index in the matrix notations denotes the E{w, 950} = E{wy (Hpg1wi + n) }
corresponding geometry sub-matrices. = (QuHE, ) b
Hence, the measurement noise in the second-stage a
2 S 60m, (29)

Kalman filter is colored, which harms the white Gaussian

noise assumptions of a conventional Kalman filter. Brysotwith 4,,,,, being the kronecker delta function. To decou-
and Henrikson proposed a generalized Kalman filter witfple the noise, a transformed process noise is also needed.
colored measurement noise in [15], where malftixis in-  Adding a zero term in the state space model in equation
troduced to describe the linear dependency of the measurgt1) gives

ment noise between consecutive epochs, i.e.

'L9n - Fn—lﬁn—l + Cn—la (23)

Yn = (I)nflynfl + wp—1

4+ Jn-1 (27*1,1 - Hrtflynfl - 19:;71) ’
with ¢, ~ N(0,R,). As a result, one also obtains the =&, _yyn—1+wy_q +Jno125q, (30)

temporal correlation as
where the transformed state transition matrix and process

E{9,0, 1} =Tp1- E{¥n_19; 1} noise are defined as
—T, ., -P* . (24)

Combining equation (22) and equation (24) yields (31)

Fpoy = (I = KnHy) @y (25) and matrix.J,, shall be chosen such that the “new” process

noise is uncorrelated with the “new” measurement noise,

5.2 Method of Bryson and Henrikson to decorrelate o

the output of the first-stage Kalman filter

Bryson and Henrikson suggested an approach in [15] B{w:0:Ty = E{(w, — J,95) 95T}
to whiten the measurement noise by introducing a trans- _ X N
formed measurement vector, denoted with an uppir = (Sn = JnBt) Onm = 0, (32)

the following equation which solves forJ,, as

25 = Zp41 — Tz, (26) Jn = Sn(R:)7L. (33)
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Fig. 5. Satellite bias estimation without and with multipabrrection. The multipath error propagates into the phbses
estimates which show large variations over time. The ctizas remove the oscillations on the phase bias estimatés an
thus enable more stable bias estimates. The integer antpifixing benefits from the corrections, where a much earlier
fixing and much more fixingd({ out of90 instead of2) are enabled.

The transformed measurement and process noise aobtained by applying equation (23), (24), (25) as
white Gaussian, and no longer correlated. Consequently, T
the prediction and update steps of the generalized Kalmaftn = E{CnCy }
filter, which shall be used in the second-stage, are given by= E{(9,,,1 — T',9,,) (V11 — Fnﬁn)T}

see Wang et al. [16], Wen et al. [11
( getal. [16] (11D — B0 071} — TuB{0,07, 1} — E{0 107"

. . o~ , TT
Yn = (I)n—lyr—l_;l + ']’Ifb—lzn—h } Prediction + FnE{’ﬂn,ﬂn }Fn
Py =0 1 Pl + Qo = B{0, 1971} — T E{0,0T3 T — T, E{, 9T }T'T
O =0n + Kn (2, — H3gy, ) ) 4T, E{9, 9T} T'T
K, =PrH:T (H:P-H:T + R*)™", } Update
R SR = B 10T}~ T B0

(34) =Pl —TuP Ty (37)

where the covariance matrix for the transformed proces6 RESULTS
noise@; and the covariance matrix for the transformed

L . In this section, some results from real GPS measure-
measurement noisk;, are calculated respectively as

ments as well as from simulations are shown, where the

. R results from the first-stage Kalman filter are shown in sub-
Q= Blwyw, section 6.1, and the ones from the second-stage are shown
= E{(w, — J,9%) (wy, — J05) T} in subsection 6.2.

= B{(w, — Sn(R:L)_lﬁ;kz)(wn - Sn(R:z)_lﬂ:)T}

0 S (R ST — 8, ((RY)-1)TST 6.1 Results from the first-stage Kalman filter
:n_nR;7 n_nR;i n+

The same network of stations has been chosen as in sub-

Su(Ry) 'Ry ((Ry) ™) S, section 3.2, and the measurements of May 30, 2011 have
= Qn— Su(R:)71ST, (35) been processed. Fig. 5 shows the satellite phase bias es-
timates without and with the multipath correction, where
and the ambiguities are fixed sequentially. Each black verti-
cal line indicates a fixing of one float ambiguity. The bias
R = E{0:9:" estimates are much more smoothed in Fig.5(b), since the
T large oscillations caused by multipath errors are removed.
= E{(Hn+1wn + Gn) (Hns1wn +Ga) "} This involves that the first fixing of ambiguities happened
= n+1Qan+1 + R,. (36) almost within half the time and8 additional ambiguities

are fixed. The stability of the bias estimates is improved
The noise covariance matrik,, in equation (36) can be accordingly.
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Long term phase bias estimation is also realized withdual-stage Kalman filter algorithm is applied, where in the
GPS measurements processkt hours on Marchl4, second-stage the in-, and cross-track orbit correctioms ar
2011, wherel1 stations from the SAPOS network in Fig. 1 estimated for all visible satellites.
was selected. The method described in subsection 4.2 was Fig 8 shows the difference between the generated and

applied. The phase bias estimates from PRNMnd240n  ggtimated orbit corrections (for space reason only shown
both frequencies are shown in figures 6 and 7. The tempQy, satellite PRNR to 5), where the converged error were
ral variations of the converged bias estimates reach aroung,qero cm for most of the time. Fig 9 shows the errors

3 cm, and show a high correlation between both frequeny, the satellite code bias estimates for the same four PRNS,
cies. which have reached the level btm after300 epochs.

o
[
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0.06
0.04
0.02

-0.02

-0.04
-0.06

Absolute satellite phase bias estimates [m]

-0.08

Differece between true and estimated orbits [m]
o

11 12 13 14 15 16 17
Time [h]

1
o
s

Time [s]

Fig. 6. Absolute satellite phase bias estimates of PRN 1@iq g The estimation error of orbit corrections, i.e. ligh
on both frequencies, which was estimated the total visiblgreen curves indicate the in-track errors, and blue curves

period the cross-track errors

Absolute satellite phase bias estimates [m]
Error of satellite code biases [m]

9 10 11 12 o 100 200 300 400 500
Time [h] Time [s]

Fig. 7. Absolute satellite phase bias estimates of PRN 24 Fig. 9. The estimation error of satellite code biases
on both frequencies, which has shown a high stability over

the total visible period
7 CONCLUSION

In this work, a dual-stage Kalman filter has been pro-
posed for the estimation of the satellite code and phase bi-

A simulation has been performed in this subsectionases with a network of stations using dual frequency GPS
The Galileo code and phase measurements were generatedasurements. A sidereal filtering has been applied to
with a network of39 IGS worldwide stations, based on estimate the code multipath, which resulted in an almost
generated orbit corrections, receiver clock offsets,|satecomplete mitigation of the multipath on real data and in a
lite code biases, ionospheric delays, receiver and satesignificant high number of ambiguity fixings. The estima-
lite code biases, integer ambiguities. The tropospheric ddion was performed in two steps, where the temporal cor-
lay is assumed to be perfectly known and corrected. Theelation in the state estimates introduced by the firstestag

6.2 Results from the second-stage Kalman filter
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