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Precise point positioning with satellite navigation signals requires knowledge of satellite code and phase biases.
In this paper, a new multi-stage method is proposed for estimating of these biases using measurements from a
geodetic network. The method first subtracts all available a priori knowledge on orbits, satellite clocks and multipath
from the measurements to reduce their dynamics. Secondly, satellite phase biases, ionospheric delays, carrier phase
integer ambiguities and the geometry combining all non-dispersive parameters are jointly estimated in a Kalman
filter. Finally, the a posteriori geometry estimates are refined in a second Kalman filter for the computation of orbital
errors, code biases and tropospheric delays. As the first Kalman filterintroduces time correlation, a generalized
Kalman filter for colored measurement noise is applied in the second stage. The proposed algorithm is applied to
dual frequency GPS measurements from a local geodetic network in Germany. A remarkable bias stability with
variations of less than3 cm over4 hours is observed.
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Višerazinska procjena faznih i kodnih pomaka satelitskog signala.Precizno odre�ivanje položaja uporabom
satelitske navigacije zahtjeva poznavanje satelitskog koda te fazna mjerenja. U ovom radu predložena je nova
metoda za procjenu faznih pomaka signala uporabom rezultata mjerenja izgeodetske mreže. U prvom koraku iz
mjerenja se izuzimaju poznati podaci o orbitama, satelitskim satovima i višestrukim putevima, kako bi se smanjila
njihova dinamika. U drugom se koraku uporabom Kalmanovog filtra procjenjuju fazni pomaci, ionosferska kašnje-
nja, neodre�enost broja valnih duljina nosioca i geometrija koja uključuje sve nedisperzivne parametre. Konačno,
odre�uje se korigirana geometrija u drugom Kalmanovom filtru radi proračuna orbitalnih pogrešaka, pogrešaka
koda i troposferskog kašnjenja. S obzirom na to da prvi Kalmanov filtarunosi vremensku korelaciju, opći Kalmanov
filtar primjenjuje se u drugom koraku. Predloženi algoritam primijenjen je u dvofrekvencijskim GPS-mjerenjima
u lokalnoj geodetskoj mreži u Njemačkoj. Postignuta je visoka stabilnost rezultata uz varijacije manje od 3 cm
tijekom 4 sata.

Klju čne riječi: satelitska navigacija, fazni pomak, pomak koda, neodre�enost rezolucije

1 INTRODUCTION

The positioning of a kinematic receiver in real-time with
centimeter-level accuracy can currently only be achieved
in differential mode, i.e. a relative positioning of two re-
ceivers. Double difference measurements between a pair
of satellites and a pair of receivers are performed to elimi-
nate the receiver and satellite biases and, thus, to simplify
the resolution of the carrier phase ambiguities. However,
this double differencing requires the exchange of the com-
plete set of measurements, which is a major drawback and
a strong motivation for precise point positioning. A pre-
requisite for the resolution of undifferenced integer ambi-
guities is the knowledge of satellite phase and code biases.
Today, the International GNSS Service (IGS) [1] is provid-
ing differential P1/C1 code biases, which are computed on
the basis of the ionosphere-free linear combination [2] [3].

Gabor and Nerem [4] and Laurichesse and Mercier [5]
estimated the L1 and L2 phase biases by combining the
fractional bias term of the Melbourne-Wübbena combina-
tion [6] and the joint bias/ ambiguity term of the geometry-
preserving, ionosphere-free phase-only combination. The
obtained pseudo-phase biases enable an unbiased estima-
tion of the L1 and L2 integer ambiguities. However, these
phase biases also include a weighted combination of code
biases on both frequencies. It is shown in [7] that these
L1/ L2 pseudo-phase biases correspond to a geometry-
preserving, ionosphere-free narrowlane combination with
a wavelength of only10.7 cm.

Günther proposed a much more general measurement
model, which assumes an individual phase and code bias
for each satellite, receiver and frequency in [8]. As the esti-
mation of all biases is not feasible, a Gaussian elimination
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can be performed to obtain the optimal mapping of biases
and ambiguities into a full-rank subspace. The proposed
mapping can also be applied to triple frequency measure-
ments, which enables the use of more attractive combina-
tions than the currently used dual frequency Melbourne-
Wübbena and ionosphere-free phase-only combinations.
Zou et al. described in [9] a similar mapping, i.e. he over-
came the rank defect by mapping theR +K receiver and
satellite biases and theR ·K integer ambiguities into a first
subset of(R−1)(K−1) integer ambiguities and a second
subset ofR+K − 1 real-valued bias-ambiguity combina-
tions. The ambiguities of the first subset correspond to the
double difference ambiguities.

As the convergence of biases and ambiguities is one of
the most challenging problems of precise point position-
ing, two cascaded Kalman filters are proposed to estimate
the phase and code biases. The paper is organized as fol-
lows: Section 2 proposes the parameter mapping and con-
sequently the full-rank measurement model; Section 3 to
5 described the subtraction of a priori knowldege and the
first and second stage Kalman filter; Section 6 shows the
simulation results.

2 MEASUREMENT MODEL

A very general model for the absolute carrier phase and
code measurements on two frequencies is used in the ap-
proach of Günther [8]. Assuming each link bias can be
treated separatedβk

i = βi + βk, ditto for b, i.e.

λ1ϕ
k
1,i(t) = gki (t)− Ik1,i(t) + λ1N

k
1,i + β1,i + βk

1

+ εk1,i(t),

λ2ϕ
k
2,i(t) = gki (t)− q212I

k
1,i(t) + λ2N

k
2,i + β2,i + βk

2

+ εk2,i(t),

ρk1,i(t) = gki (t) + Ik1,i(t) + b1,i + bk1 + ηk1,i(t),

ρk2,i(t) = gki (t) + q212I
k
1,i(t) + b2,i + bk2 + ηk2,i(t), (1)

where the indicesi, k (i ∈ {1, . . . , R}, k ∈ {1, . . . ,K})
andt represent respectively receiver, satellite and time, and
q12 = f1/f2 denotes the frequency ratio. The remaining
parameters are explained in the following withm being the
frequency index:

λmϕk
m,i: carrier phase measurement,

ρkm,i: code measurement,
gki : geometry term,
Ikm,i: ionospheric slant delay,
Nk

m,i ∈ Z: integer ambiguity,
βm,i: receiver phase bias,
βk
m: satellite phase bias,

bm,i: receiver code bias,
bkm: satellite code bias,

εkm,i: phase noise and phase multipath,
ηkm,i: code noise and code multipath,

The geometry termgki contains non-frequency depen-
dent terms including the geometric range||~ri − ~r ,k||, the
receiver and satellite clock offsetscδi, cδk, and the tropo-
spheric slant delayT k

i . It is described by

gki (t) = ||~ri − ~r ,k(t−∆τki (t))||+ T k
i (t)

+c
(
δi(t)− δk(t−∆τki (t))

)
, (2)

where the satellite clock offset refers to the time when the
signal was transmitted, and thus, the signal propagation
time∆τki (t) from the satellite to the receiver has to be con-
sidered.

Assuming the number of one type of observations on
each frequency iss, one would obtain a total number of
4s measurements on both frequencies. However, alone the
geometry terms, ionospheric slant delays, and the ambigu-
ities would add up to4s unknowns. Therefore, the system
of equations (1) is rank-deficient, i.e. it is not possible to
estimate all the parameters in (1). A set of parameter map-
pings is then applied to remove the rank-deficiency, and
is explained below in steps. After each step of parame-
ter mapping, a tilde symbol is put on top of the combined
parameter.

2.1 Parameter mapping
In the first step, the receiver and satellite code biases

are split into two parts according to the dependency on fre-
quency: one partbg,i, bkg to the geometry terms and the
other partbI,i, bkI to the ionospheric slant delays, i.e.

g̃ki (t) = gki (t)+bg,i+bkg , Ĩk1,i(t) = Ik1,i(t)+bI,i+bkI , (3)

with

bg,i = −b2,i − q212b1,i
q212 − 1

, bI,i =
b2,i − b1,i
q212 − 1

,

bkg = −bk2 − q212b
k
1

q212 − 1
, bkI =

bk2 − bk1
q212 − 1

. (4)

The phase measurement equations are also affected since
the geometry and ionospheric delay are common in code
and phase measurements. The phase biases shall be ad-
justed to compensate for the mapped code biases, i.e.

β̃1,i = β1,r − bg,i + bI,i, β̃2,i = β2,r − bg,i + q212bI,i,

β̃k
1 = βk

1 − bkg + bkI , β̃k
2 = βk

2 − bkg + q212b
k
I . (5)

In a next step, one of the satellite phase biases is absorbed
in the other satellite phase biases and also mapped to the
receiver phase biases, i.e.

˜̃
β1,i = β̃1,i + β̃1

1 ,
˜̃
βk
1 = β̃k

1 − β̃1
1 ,

˜̃
β2,i = β̃2,i + β̃1

2 ,
˜̃
βk
2 = β̃k

2 − β̃1
2 , (6)
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where as an example the phase bias from the first satellite
is chosen. There exists a degree of freedom on the choice
of the reference satellite.

Last but not least, a subset of ambiguities are mapped
to phase biases and other ambiguities, which are projected
into the following subspace according to Wen in [10]:

˜̃̃
βi =

˜̃
βi +

∑

Nj∈Nsub

cj,iNj ,
˜̃̃
βk =

˜̃
βk +

∑

Nj∈Nsub

ckjNj ,

Ñk
i = Nk

i +
∑

Nj∈Nsub

ckj,iNj , (7)

where the coefficientscj,i, ckj , andckj,i, as well as the subset
of ambiguitiesNsub are determined by Gaussian elimina-
tion. Note that there also exists a degree of freedom on the
choice of the subset.

2.2 The full-rank measurement model
After the three steps of parameter mappings, a full-rank

measurement model is obtained:

λ1φ
k
1,i(t) = g̃ki (t)− Ĩk1,i(t) + λ1Ñ

k
1,i +

˜̃̃
β1,i +

˜̃̃
βk
1

+ εk1,i(t),

λ2φ
k
2,i(t) = g̃ki (t)− q212Ĩ

k
1,i(t) + λ2Ñ

k
2,i +

˜̃̃
β2,i +

˜̃̃
βk
2

+ εk2,i(t),

ρk1,i(t) = g̃ki (t) + Ĩk1,i(t) + ηk1,i(t),

ρk2,i(t) = g̃ki (t) + q212Ĩ
k
1,i(t) + ηk2,i(t), (8)

which enables the estimation of the whole parameter set
with a network of receivers, including the geometry terms,
the ionospheric delays, the ambiguities and the phase bi-
ases.

As the code and phase measurements are in practice
provided with a certain sampling rate (e.g.1 Hz), the no-
tation for the time indext is replaced by a discrete time
indexn in the following sections.

3 SUBTRACTION OF A PRIORI KNOWLEDGE

The geometry terms contain orbits of the GPS satellites,
which introduces non-linearity in the state space model.
Thus, it is beneficial to correct the code and phase mea-
surements with rough range estimates, which can be calcu-
lated from the known coordinates of the reference stations
and the satellite positions from the broadcast ephemeris.
This enables a much stronger state space model in the
Kalman filter estimation and therefore more accurate state
estimates.

Moreover, if the reference stations can be observed to
repeat a multipath error pattern, the bias estimation can
also benefit from the correction of the multipath. To deter-
mine the multipath pattern, the observations over multiple
days under same geometry conditions shall be needed.

3.1 Subtraction of range information

Since the satellite position̂~rkn and clock offsetcδτ̂kn are
available from the broadcast ephemeris, also the receiver
position~̂ri available from the reference station, these a pri-
ori information shall be subtracted from the code and phase
measurements, i.e.

λm∆φk
m,i,n = λmφk

m,i,n − ||~̂ri − ~̂rkn||+ cδτ̂kn ,

∆ρkm,i,n = ρkm,i,n − ||~̂ri − ~̂rkn||+ cδτ̂kn , (9)

which also updates the geometry term as

∆g̃ki,n =
(
~eki,n

)T
∆~rkn + cδτi + bkg +Mk

i,nTz,i,n, (10)

with ~eki,n denoting the unit vector from the satellite to the
receiver,M being the tropospheric mapping function and
Tz representing the tropospheric zenith delay.

3.2 Multipath correction

In general, multipath estimation without constraint is
not feasible in real-time processing, since multipath af-
fects each satellite-receiver link individually and is also
time-variant. However, the receiver-satellite geometry re-
peats every satellite revolution period (e.g.11h 58mins
2s for GPS) for geodetic reference stations, which enables
multipath estimation with measurements taken from mul-
tiple sidereal days with same satellite geometry (see Wen
et al. [11]).

GPS measurements were taken from a network
of geodetic SAPOS (Satellitenpositionierungsdienst der
deutschen Landesvermessung) stations (see [12]) in
Bavaria between May 30 and June 5 in 2011. The sta-
tions all use the same brand of receivers (in order not to
introduce inter-brand receiver biases), as shown in green
triangles in Fig. 1. The observation period on the last day
was from8:00 am to9:40 am, and was shifted multiples
of 3mins56s on the other days to obtain the same satellite
geometry.

A Kalman filter has been set up (detailed description in
section 4) to solve the system of equations (8), where the
integer nature of the ambiguities was not considered. Then,
the code residuals over7 consecutive days have been ana-
lyzed. The code residuals from station Günzburg and satel-
lite PRN5 are shown in Fig. 2. To illustrate the repeatabil-
ity, the curves have been shifted by multiples of2 meters
to distinguish the code residuals from different days. It is
obvious that the residuals experienced similar large oscil-
lations, especially in low elevation angles.

The estimated multipath at station Günzburg is shown
in Fig. 3, which is obtained from a sidereal filtering of the
code residuals over a whole week. Through the sidereal
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Fig. 1. The SAPOS network in Bavaria. Green triangles in-
dicate the stations where the observations were taken. The
station Günzburg in blue triangle shows strong repeatable
multipath error.
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Fig. 2. The code residuals observed at station Günzburg
for PRN5 between the observed period over a week. To
distinct among others, the curves have been shifted artifi-
cially.

filtering, the code noise on the residuals is substantially re-
duced. If one applies the multipath correction in the same
estimation process using an independent set of measure-
ments on June 6, most of the oscillations are removed in
the code residuals and a nearly white Gaussian noise is ob-
tained as shown in Fig. 4.

4 THE FIRST-STAGE KALMAN FILTER

Kalman filter algorithm takes advantage of the system’s
dynamic model and a series of measurements to estimate
the time-varying states, which in most cases are more pre-
cise than those obtained by using single measurements
alone [13]. A conventional Kalman filter contains a mea-
surement model and a state space model, which are given
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Fig. 3. The multipath estimate of the link between station
Günzburg and PRN5
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Fig. 4. Benefit of multipath correction: The strong multi-
path pattern is removed, and thus the code residual con-
tains a nearly white Gaussian noise

by

zn = Hnxn + ζn,

xn = Φn−1xn−1 + wn−1, (11)

wherezn andxn denote respectively the measurement and
state vector,Hn andΦn denote respectively the genera-
tion and state transition matrix, andζn andwn are mea-
surement and process noise, which are assumed to fol-
low white Gaussian distributions:ζn ∼ N (0, Rn), and
wn ∼ N (0, Qn).

At each epoch, the Kalman filter performs a predic-
tion step of the state estimates according to the ones from
the last epoch, and updates the prediction with the current
measurement, i.e.

x̂−
n = Φn−1x̂

+
n−1,

P−
n = Φn−1P

+
n−1Φ

T
n−1 +Qn−1,

}
Prediction

x̂+
n = x̂−

n +Kn(zn −Hnx̂
−
n ),

Kn = P−
n HT

n (HnP
−
n HT

n +Rn)
−1,

P+
n = (I −KnHn)P

−
n ,



Update (12)

376 AUTOMATIKA 53(2012) 4, 373–381



Multi-Stage Satellite Phase and Code Bias Estimation Z. Wen, P. Henkel, C. Günther

where the upper indices “-” and “+” denote a priori and a
posteriori estimation respectively, andPn is the covariance
matrix of the state estimate.

A first-stage Kalman filter is implemented to estimate
the geometry, the ionospheric slant delay, the ambiguities
and the phase biases in equation (8). The geometry is
treated as a whole parameter and not yet split into posi-
tion domain, which helps the convergence and fixings of
the ambiguities and thereby the stability of the biases. The
state vector reads

x =
(
∆g̃11 , . . . ,∆g̃K1

1 , . . . ,∆g̃KR

R ,∆˙̃g11 , . . . ,∆˙̃gKR

R ,

Ĩ11 , . . . , Ĩ
KR

R , ˙̃I11 , . . . ,
˙̃IKR

R ,
˜̃̃
β1, . . . ,

˜̃̃
βR,

˜̃̃
β2, . . . ,

˜̃̃
βK ,

Ñ1
1 , . . . , Ñ

KR

R

)T

, (13)

with each item being a vector containing all the represent-
ing parameters.

The state covariance matrix for geometry and geometry-
rate or ionospheric delay and its drift was derived by
Brown et al. in [13] and reads

Q = Sp ·
(

∆t4/4 ∆t3/2
∆t3/2 ∆t2

)
⊗ 1s×s, (14)

with Sp denoting the spectral amplitude,∆t being the
epoch interval, and⊗ representing the Kronecker product.
The amplitude in the process noise has been set to10 cm
for the range rate, and1 cm for the ionospheric drift. No
process noise is assumed for the ambiguities and the phase
biases in this paper.

4.1 Sequential ambiguity fixing

The integer nature of the ambiguities shall be exploited
to further improve the stability of the bias estimates. The
ambiguities are fixed sequentially during the first-stage
Kalman filter, where a subset is fixed to integers if the float
ones have converged to an integer value over a time win-
dow, i.e.

Tp∑

i=1

f(N̂+,k
m,r,n−i) ≥ Tp · p, (15)

whereTp denotes the time window,p represents a proba-
bility that allows some outliers, and the indicator function
f reads

f(N̂+,k
m,r,i) =

{
1 if

∣∣∣N̂+,k
m,r,i − [N̂+,k

m,r,i]
∣∣∣ < eth

0 else
,

(16)
with eth being the threshold. In the implementation, the
parameters have been chosen asTp = 600 epochs,eth =
0.08 cycles, andp = 95%.

4.2 Change of satellite visibility

The described algorithm can also be applied to estimate
the biases in a long period of time, and thus, one has to take
into account the change of satellite visibility, as described
by Wen et al. in [14].

This includes two scenarios: A setting satellite removes
the satellite-receiver links, as well as the associated am-
biguities. However, the already mapped ambiguities in
equation (7) shall be continuously tracked. The satellite
phase bias shall be also removed from the state vector, if
that satellite is no longer visible to all the stations in the
network. It can be re-initialized with the converged value
when the satellite rises up again.

Another scenario is the rising case, where new states
are introduced to the system and new parameter mappings
are performed. If a satellite is only rising at some stations
and was already visible at other stations, the phase bias
estimate from that satellite would benefit from increasing
number of measurements. Otherwise, the states including
the range, ionospheric delay, phase bias as well as the am-
biguities shall be initialized and added into the system.

5 THE SECOND-STAGE KALMAN FILTER

5.1 Colored measurement noise

In the second-stage Kalman filter, according to equation
(10) the geometry term is split into orbit corrections, re-
ceiver code bias/clock offset, satellite code bias and tropo-
spheric zenith delay, which are included in the state vector
given by

yn =
(
∆~r1,Tn , . . . ,∆~rK,T

n ,∆~̇r1,Tn , . . . ,∆~̇rK,T
n , cδτ1, . . . ,

cδτR, b
2
g, . . . , b

K
g , Tz,1,n, . . . , Tz,R,n

)T
. (17)

A linear state space model is assumed for the orbit correc-
tion, i.e.

∆~r k
n = ∆~r k

n−1 +∆t∆~̇r k
n−1 + w∆~r k

n−1
,

∆~̇r k
n = ∆~̇r k

n + w∆~̇r k
n
, (18)

where the first order derivative of the orbit corrections is
assumed to follow a random walk process.

The a posteriori geometry estimate∆ˆ̃g+n from the first-
stage Kalman filter is taken as the measurement for the
second-stage Kalman filter. The measurement noiseϑn is
then the estimation error in∆ˆ̃g+n , i.e.

ϑn = ∆ˆ̃g+n −∆g̃n. (19)

According to the prediction and update equations in
(12), the estimation error in the first Kalman filter is cal-
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culated as

x̂+
n − xn = x̂−

n +Kn · (zn −Hnx̂
−
n )− xn

= Φn−1x̂
+
n−1 +Kn · (zn −HnΦn−1x̂

+
n−1)− xn

= (I −KnHn)Φn−1x̂
+
n−1 +Kn(Hnxn + vn)− xn

= (I −KnHn)Φn−1x̂
+
n−1−

(I −KnHn)(Φn−1xn−1 + wn−1) +Knvn

= (I −KnHn)Φn−1(x̂
+
n−1 − xn−1)+

(I −KnHn)wn−1 +Knvn, (20)

which shows that there exists a cross-correlation between
a posteriori state estimates over consecutive epochs, i.e.

E
{(

x̂+
n − E{x̂+

n }
) (

x̂+
n−1 − E{x̂+

n−1}
)T}

= (I −KnHn)Φn−1P
+
n−1. (21)

Therefore, equation (19) is further derived as

E
{
ϑnϑ

T
n−1

}
= (I −Kn,gHn,g)Φn−1,g·

E

{(
∆ˆ̃g+n−1 −∆g̃n−1

)(
∆ˆ̃g+n−1 −∆g̃n−1

)T
}

= (I −Kn,gHn,g)Φn−1,gP
+
n−1,g, (22)

where the lower indexg in the matrix notations denotes the
corresponding geometry sub-matrices.

Hence, the measurement noise in the second-stage
Kalman filter is colored, which harms the white Gaussian
noise assumptions of a conventional Kalman filter. Bryson
and Henrikson proposed a generalized Kalman filter with
colored measurement noise in [15], where matrixΓn is in-
troduced to describe the linear dependency of the measure-
ment noise between consecutive epochs, i.e.

ϑn = Γn−1ϑn−1 + ζn−1, (23)

with ζn ∼ N (0, Rn). As a result, one also obtains the
temporal correlation as

E{ϑnϑ
T
n−1} = Γn−1 · E{ϑn−1ϑ

T
n−1}

= Γn−1 · P+
n−1. (24)

Combining equation (22) and equation (24) yields

Γn−1 = (I −KnHn)Φn−1. (25)

5.2 Method of Bryson and Henrikson to decorrelate
the output of the first-stage Kalman filter

Bryson and Henrikson suggested an approach in [15]
to whiten the measurement noise by introducing a trans-
formed measurement vector, denoted with an upper∗ in
the following equation

z∗n = zn+1 − Γnzn, (26)

wherezn = ∆ˆ̃g+n . To clarify the notations with Eq. (11),
in the following the measurement vectorzn, the generate
matrixHn, the state transition matrixΦn, the process noise
wn, the measurement and the process noise covariance ma-
tricesRn andQn all refer to the second stage.

Applying the equations in (11) yields

z∗n = Hn+1yn+1 + ϑn+1 − Γn (Hnyn + ϑn)

= Hn+1 (Φnϑn + wn) + Γnϑn + ζn

− Γn (Hnyn + ϑn)

= (Hn+1Φn − ΓnHn) yn +Hn+1wn + ζn

= H∗
nyn + ϑ∗

n, (27)

with the transformed generation matrix and transformed
measurement noise being defined as

H∗
n , Hn+1Φn − ΓnHn

ϑ∗
n , Hn+1wn + ζn. (28)

The “new” measurement noise is whitened, since bothwn

andζn are assumed white Gaussian. However, a correla-
tion between measurement noiseϑ∗

n and process noisewn

is introduced, i.e.

E{wnϑ
∗T
m } = E{wn (Hm+1wm + ζm)

T}
=

(
QnH

T
n+1

)
δnm

, Snδnm, (29)

with δnm being the kronecker delta function. To decou-
ple the noise, a transformed process noise is also needed.
Adding a zero term in the state space model in equation
(11) gives

yn = Φn−1yn−1 + wn−1

+ Jn−1

(
z∗n−1 −H∗

n−1yn−1 − ϑ∗
n−1

)
,

= Φ∗
n−1yn−1 + w∗

n−1 + Jn−1z
∗
n−1, (30)

where the transformed state transition matrix and process
noise are defined as

Φ∗
n , Φn − JnH

∗
n,

w∗
n , wn − Jnϑ

∗
n, (31)

and matrixJn shall be chosen such that the “new” process
noise is uncorrelated with the “new” measurement noise,
i.e.

E{w∗
nϑ

∗T
m } = E{(wn − Jnϑ

∗
n)ϑ

∗T
m }

= (Sn − JnR
∗
n) δnm

!
= 0, (32)

which solves forJn as

Jn = Sn(R
∗
n)

−1. (33)
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(b) With multipath correction

Fig. 5. Satellite bias estimation without and with multipath correction. The multipath error propagates into the phasebias
estimates which show large variations over time. The corrections remove the oscillations on the phase bias estimates and
thus enable more stable bias estimates. The integer ambiguity fixing benefits from the corrections, where a much earlier
fixing and much more fixings (40 out of90 instead of2) are enabled.

The transformed measurement and process noise are
white Gaussian, and no longer correlated. Consequently,
the prediction and update steps of the generalized Kalman
filter, which shall be used in the second-stage, are given by
(see Wang et al. [16], Wen et al. [11])

ŷ−n = Φ∗
n−1ŷ

+
n−1 + Jn−1z

∗
n−1,

P−
n = Φ∗

n−1P
+
n−1Φ

∗T
n−1 +Q∗

n−1,

}
Prediction

ŷ+n = ŷ−n +Kn (z
∗
n −H∗

nŷ
−
n ) ,

Kn = P−
n H∗T

n

(
H∗

nP
−
n H∗T

n +R∗
n

)−1
,

P+
n = (I −KnH

∗
n)P

−
n ,



Update

(34)

where the covariance matrix for the transformed process
noiseQ∗

n and the covariance matrix for the transformed
measurement noiseR∗

n are calculated respectively as

Q∗
n = E{w∗

nw
∗T
n }

= E{(wn − Jnϑ
∗
n)(wn − Jnϑ

∗
n)

T}
= E{(wn − Sn(R

∗
n)

−1ϑ∗
n)(wn − Sn(R

∗
n)

−1ϑ∗
n)

T}
= Qn − Sn(R

∗
n)

−1ST
n − Sn((R

∗
n)

−1)TST
n+

Sn(R
∗
n)

−1R∗
n((R

∗
n)

−1)TST
n

= Qn − Sn(R
∗
n)

−1ST
n , (35)

and

R∗
n = E{ϑ∗

nϑ
∗T
n }

= E{(Hn+1wn + ζn) (Hn+1wn + ζn)
T}

= Hn+1QnH
T
n+1 +Rn. (36)

The noise covariance matrixRn in equation (36) can be

obtained by applying equation (23), (24), (25) as

Rn = E{ζnζTn }
= E{(ϑn+1 − Γnϑn)(ϑn+1 − Γnϑn)

T}
= E{ϑn+1ϑ

T
n+1} − ΓnE{ϑnϑ

T
n+1} − E{ϑn+1ϑ

T
n}ΓT

n

+ ΓnE{ϑnϑ
T
n}ΓT

n

= E{ϑn+1ϑ
T
n+1} − ΓnE{ϑnϑ

T
n}ΓT

n − ΓnE{ϑnϑ
T
n}ΓT

n

+ ΓnE{ϑnϑ
T
n}ΓT

n

= E{ϑn+1ϑ
T
n+1} − ΓnE{ϑnϑ

T
n}ΓT

n

= P+
n+1 − ΓnP

+
n ΓT

n . (37)

6 RESULTS

In this section, some results from real GPS measure-
ments as well as from simulations are shown, where the
results from the first-stage Kalman filter are shown in sub-
section 6.1, and the ones from the second-stage are shown
in subsection 6.2.

6.1 Results from the first-stage Kalman filter

The same network of stations has been chosen as in sub-
section 3.2, and the measurements of May 30, 2011 have
been processed. Fig. 5 shows the satellite phase bias es-
timates without and with the multipath correction, where
the ambiguities are fixed sequentially. Each black verti-
cal line indicates a fixing of one float ambiguity. The bias
estimates are much more smoothed in Fig.5(b), since the
large oscillations caused by multipath errors are removed.
This involves that the first fixing of ambiguities happened
almost within half the time and38 additional ambiguities
are fixed. The stability of the bias estimates is improved
accordingly.
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Long term phase bias estimation is also realized with
GPS measurements processed24 hours on March14,
2011, where11 stations from the SAPOS network in Fig. 1
was selected. The method described in subsection 4.2 was
applied. The phase bias estimates from PRN10 and24 on
both frequencies are shown in figures 6 and 7. The tempo-
ral variations of the converged bias estimates reach around
3 cm, and show a high correlation between both frequen-
cies.

11 12 13 14 15 16 17
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

Time [h]

A
bs

ol
ut

e 
sa

te
lli

te
 p

ha
se

 b
ia

s 
es

tim
at

es
 [m

]

 

 
L1
L2

Fig. 6. Absolute satellite phase bias estimates of PRN 10
on both frequencies, which was estimated the total visible
period
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Fig. 7. Absolute satellite phase bias estimates of PRN 24
on both frequencies, which has shown a high stability over
the total visible period

6.2 Results from the second-stage Kalman filter

A simulation has been performed in this subsection.
The Galileo code and phase measurements were generated
with a network of39 IGS worldwide stations, based on
generated orbit corrections, receiver clock offsets, satel-
lite code biases, ionospheric delays, receiver and satel-
lite code biases, integer ambiguities. The tropospheric de-
lay is assumed to be perfectly known and corrected. The

dual-stage Kalman filter algorithm is applied, where in the
second-stage the in-, and cross-track orbit corrections are
estimated for all visible satellites.

Fig 8 shows the difference between the generated and
estimated orbit corrections (for space reason only shown
for satellite PRN2 to 5), where the converged error were
under2 cm for most of the time. Fig 9 shows the errors
in the satellite code bias estimates for the same four PRNs,
which have reached the level of1 cm after300 epochs.
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Fig. 8. The estimation error of orbit corrections, i.e. light
green curves indicate the in-track errors, and blue curves
the cross-track errors
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Fig. 9. The estimation error of satellite code biases

7 CONCLUSION

In this work, a dual-stage Kalman filter has been pro-
posed for the estimation of the satellite code and phase bi-
ases with a network of stations using dual frequency GPS
measurements. A sidereal filtering has been applied to
estimate the code multipath, which resulted in an almost
complete mitigation of the multipath on real data and in a
significant high number of ambiguity fixings. The estima-
tion was performed in two steps, where the temporal cor-
relation in the state estimates introduced by the first-stage
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Kalman filter was removed with the method of Bryson and
Henrikson. Simulation results show that the error in orbit
corrections and satellite code biases converge under2 cm.
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