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A free-energy transducing macromolecule, interacting with ligands, and cycling through dis-

crete states, can be described by Hill’s diagram. Close to equilibrium, where linear flux-force

relationships hold, we develop a method of the construction of the electrical circuit corre-

sponding to Hill’s diagram. The method of mesh fluxes is used to form a general linear theory.

Thevenin’s theorem is used to find the efficiency of free-energy transduction. Maximal power

transfer conditions are then found, too. A much more elegant proof of Jeans’s 1923 theorem is

then derived. We show that this theorem is equivalent to maximum entropy production principle

for steady state linear electrical circuits. It follows that fluxes in the corresponding steady state

enzymatic cycle kinetics (in the linear range for fixed ligand concentrations) distribute them-

selves so as to make the entropy production maximal. Prigogine’s minimum entropy produc-

tion theorem refers to the very special steady state and is much more restricted in its applica-

tion than the maximum entropy production theorem.
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INTRODUCTION

T. L. Hill introduced the »diagram method« for analyz-

ing the steady-state kinetics of macromolecular free en-

ergy-transducing systems. The method is described in

great detail in the monograph by T. L. Hill.1 A compre-

hensive outlook of this method is given by S. R. Caplan

and A. Essig.2 The method enables one to keep track of

forces and fluxes, which are nonlinearly related in an ar-

bitrary complex system. Close to the equilibrium, forces

and fluxes are linearly related, which enables one to

solve this problem, at least in principle, within the the-

ory of linear thermodynamics.3–5 In this paper we go a

step forward constructing the electrical network ana-

logue to the chemical cycle kinetics close to the equilib-

rium. In this way we achieve two goals. Firstly, the the-

ory of electrical networks clarifies the interference be-

tween fluxes. Secondly, it enables us to analyze all ther-

modynamic processes in great detail.

The work is divided into six sections. In the second

section (Kirchhoff’s Laws) we briefly summarize the ba-

sic assumptions and results of the diagram method for

enzymatic kinetics. In the third section (Thermodynamic

Ohm’s Law, Dissipation Function) we derive the rules,

which make it possible to construct the electrical network

analogue of the arbitrary steady-state kinetic scheme as-

sociated with the macromolecular energy transducing-

system close to equilibrium. The formulation of laws cor-

responding to the Kirchhoff’s and Ohm’s laws is the

subject of the second and third section, respectively. These

laws provide rules, which are enlisted in the fourth sec-

tion (Electrical Network Analogue to Hill’s Formalism
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Close to the Equilibrium), for the construction of the elec-

trical network analogous to the chemical cycle kinetics

of the enzyme. In other words the one to one correspon-

dence between the network of the biochemical reactions,

in cycle kinetics, and the electric network is established.

In this way our method could be very useful tool in the

analysis of the stationary biochemical processes in the

living systems. In order to grasp the problem mathemati-

cally we construct the system of linear equations in

terms of the mesh fluxes.6 Let us also note that the sys-

tem of linear equations could be elegantly interpreted in

terms of algebraic graph theory,7 too. In the fifth (Jean’s

Theorem and the Principle of Maximum Entropy Pro-

duction) and sixth (Thevenin’s Theorem, Maximum Power

Transfer Theorem and Prigogine’s Definition of the Steady

State) sections we show how powerful theorems of the

linear electrical networks, like Jeans’s and Thevenin’s,

make it possible to establish the important principle of

maximum entropy production for the system with fixed

forces. Applying these concepts to the field of macro-

molecular kinetics we show how one can find the char-

acteristic parameters, like the efficiency of free energy

transduction1 and maximal rate of the free energy trans-

duction. Finally, in the Discussion section, we briefly re-

capitulate the most important results.

RESULTS

The Diagram Method

The standard Hill’s problem is the free energy transduc-

tion between two baths with non-equilibrium concentra-

tions of ligands. The enzyme (macromolecule), embed-

ded within membrane separating the baths, transports

ligands (small molecules) between the baths, transducing

in that way the free energy from one to another ligand

subsystem.

Hill’s has used standard expressions for the molar

chemical potentials of the non-excited ligands in solution

and for the subsystem of immobilized macromolecules

in the i-th state,8 i.e.

� = �° + RT ln c, (1)

and

�i = Gi + RT ln pi, (2)

respectively. In the first equation (1) �° and c are an ar-

bitrary value and concentration of the ligand, respec-

tively. In the second one (2) pi and Gi /NA are the proba-

bility of the occupancy if the i-th macromolecule level

and the energy of the i-th macromolecule level, respec-

tively. Here NA is the Avogadro’s number.

In order to get familiar with Hill’s formalism let us

reconsider the problem suggested by T. L. Hill1 (Figure1).

There is an ensemble of N macromolecules embedded

within the membrane that transport the ligands through

an, otherwise impermeable, membrane. This is the black

box approach to the familiar cation-solute symport trans-

port molecular mechanism.9–12 The concentrations of the

ligands L1 and L2 are higher in baths A and B, separated

by membrane, respectively. The corresponding chemical

potential differences are thermodynamic forces i.e.,

X11 � � �1 = RT ln (c1A/c1B), (3)

and

X22 � � �2 = RT ln (c2A/c2B). (4)

We use the double index notation for reasons that

will be clarified later.

Close to the equilibrium, ciA � ciB, and above equa-

tions become

Xii = RT(ciA – ciB)/ciB. (5)

It is assumed that the chemical potential difference

of the ligand L1, between baths, overwhelms the one of

the ligand L2, i.e.

X 11 > �X22�. (6)

In order to make the analysis as simple as possible

we assume that the plain which halves the membrane is

the element of the point group symmetry of the enzyme

(see Figure 1). Further we suppose that ligand L2 bounds

to enzyme only if the ligand L1 is already bound to it. In

that way, due to the (6), there is a net transport of the

ligand L2 in the direction of the increase of its concen-

tration. This process is schematically shown in the Fig-

ure 1. Although the details of the mechanism of facili-

tated symport transport are well explored9 we prefer the

black box approach to ligand transport »via« macromo-

lecule. Then, conclusions derived from such an approach

do not depend on the particular transport mechanism.

Furthermore, the black box approach is free of details of

the transport mechanism and enables one to make a sim-

ple, transparent and easily comprehensible theory.
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Figure 1. The symport transport scheme as described by T. L. Hill.1

An ensemble of the macromolecules embedded in the membrane,
which separates the environment (A) and the cell interior (B). The
concentration of the ligands of the type L1 in the surrounding and
L2 in the cell is higher than corresponding concentrations in the
cell and in the surrounding, respectively. The five possible states of
the macromolecule and the bound ligands are numerated.



It was T. L. Hill1 who realized that processes shown

on the Figure 1 could be represented by the diagram (see

Figure 2a.). The vertices of the diagram represent possi-

ble states of the enzyme–ligand complex. The lines that

connect two vertices represent transitions. Arrows enter-

ing the diagram indicate binding. For example transitions

2�3 and 4�5 are conformational changes, while 1�2

represents the binding of the ligand L1. The overall set

of connected transitions form cycles when the final state

coincides with the starting one. Such transitions play

particularly important role. The diagram (Figure 2a) has

three cycles depicted in Figure 2b.

The rate constant �ij for the transition i�j and the

steady state probability pi of the i-th state both determine

the transition flux between states i and j, i.e. the fre-

quency of the net transitions i�j, in the ensemble of the

N enzymes,

Jij = N(�ij pi– �ji pj). (7)

The number of independent nonzero steady-state

transition fluxes for a given diagram is obtained by sub-

tracting the number of vertices in the diagram from the

number of lines minus one. By means of the mathemati-

cal induction one shows that the number of independent

fluxes is equal to the number of the simple loops. We

call the loop a simple one if there is no loop within it. In

the above example there are two simple loops 1231 and

24532 with corresponding independent transition fluxes

J12 and J24. Among the simple loops a special role is re-

served for those, that do not share one or more transition

lines with the other simple loops. We call these loops

and transition lines outer loops and outer transition

lines, respectively.

The power of Hill’s method emerges from the algo-

rithm for the calculation of state occupancies in terms of

rate constants. This technique is clearly illustrated in se-

veral books1,2,13 and will not be repeated here, but only

the most important results will be recapitulated.

The key computational quantities of Hill’s theory

are directional and flux diagrams, respectively. The di-

rectional diagram is defined for the certain state and is

obtained from Hill’s diagram by drawing maximal num-

ber of the transition lines feeding into the state without

closing any cycle. The numerical value associated with

this diagram is equal to the product of the rates for cor-

responding transitions. The flux diagram is associated

with the certain cycle and maximum number of the tran-

sition lines feeding into the cycle without forming any

additional cycle. The numerical value associated with the

flux diagram is the difference of the products of the rates

of transitions that define cycle traversed in counterclock-

wise and clockwise directions, respectively, multiplied

with the rates of the »feeding« transition lines.

The k-th cycle flux, where k is the cycle index, Jk is,

J k = N(�k
+–�k

–) �k/�. (8)

Here �k
+ = �1k2k�2k3k… �nk1k and �k

– = �1knk…….

�3k2k�2k1k are the products of the transition rates of the

transitions that define counter and clockwise traversal of

the cycle, respectively. We use here four index entries

for transition rates, i.e. a pair of entries corresponds to

the state of the enzyme-ligand complex. Entry common

to all pairs (k) refers to the cycle, while other entries re-

fer to the different states in the cycle. � k is the sum of

the products of the transition rates of the »feeding lines«

of the k-th cycle. Finally � is the sum of numerical values

associated with the directional diagrams for all states.1,2

It follows from Hill’s theory that transition flux is the

algebraic sum of all cycle fluxes containing a correspond-

ing transition line. The transition fluxes of our simple

model expressed in terms of cycle fluxes are,

J12 = Ja + Jb, J23 = Jb – Jc, J24 = Ja + Jc, (9)

and

J31 = J12, J24 = J45 = J53. (10)

One should keep in mind that cycles do not mean

that the whole system finds itself finally in the starting

state. It is true for the enzyme only, while the system as

whole steadily increases its entropy, i.e. it never returns

to the previous state.

There are three different cycles with the correspond-

ing fluxes. However, there are only two independent flux-

es, i.e. the Hill’s theory is the redundant one. Each cycle

flux has its conjugate cycle force Xkk, which is given by

the expression

exp(Xkk/RT) = �k
+/�k

– = K1k2kK2k3k……Kmk1k, (11)

where
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Figure 2. a) Vertices of Hill’s diagram correspond to the states de-
picted in the Figure 1. The binding of the certain type of the
ligand (1 or 2) in the certain bath (A or B) is indicated with the ar-
row. The transition line that has the same direction as the neigh-
boring ligand arrow corresponds to the binding of the ligand (e.g.
1�2 and 1A). In the opposite case there is a dissociation of the
ligand and macromolecule (e.g. 3�1 and 1B); b) All cycles for
Hill’s diagram.



Kij = �ij/�ji, (12)

is the equilibrium constant for the i–j transition. The

four index entries in Eq. (11) have the same meaning as

those in Eq. (8).

Kirchhoff’s Laws

We are now in a position to write down Kirchhoff’s law

for transition fluxes. Once the macromolecular complex

has passed from the state 1 to the state 2, its next state,

excluding its return into state 1, must be either state 3 or

4, respectively. In terms of the fluxes this means the

transition flux J12 is equal to the sum of J23 and J24. The

generalization of this statement: The algebraic sum of

all transition fluxes in each microscopic state of the sys-

tem, in the steady state, equals zero, is Kirchhoff’s law

for fluxes.

Let us separate the ensemble of the N enzymes into

subsystems characterized by the state of the macromole-

cular complex, i.e. the states of the enzyme with or with-

out bound ligands. The change of the molar chemical

potentials of the ensemble and its surroundings baths for

the intra-enzyme transitions is

�j – �i = Gj – Gi + RT ln (pj/pi). (13)

For transitions which include bound ligand

�j – (�i+�L) = Gj – (Gi + 	L) + RT ln (pj/pi). (14)

Eqs. (13) and (14) can be written in a compact man-

ner,

� �’ij = �G’ij + RT ln (pj/pi), (15)

where primes indicate that ligand chemical potentials

have been taken into account where necessary.

In the equilibrium due to the principle of the detail-

ed balance we have,

�ijpei = �jipej, (16)

where »e« indicates equilibrium values. By means of ex-

pression (13) we get,

Kij = �ij/�ji = exp
– (Gj – Gi)/RT�, (17)

for an intra-enzyme transition only, and

Kij = �ij/�ji = exp�–
Gj – (Gi + �L)�/RT
, (18)

if j-th state corresponds to the bound enzyme ligand

complex. From Eqs. (11), (15) and (18) it follows:

Xkk = � �’1k2k + � �’2k3k +…+ � �’mk1k. (19)

Here, like in Eq. (8), we use four index entries. A

pairs of entries corresponds to the subsystems of macro-

molecular complexes. The entry common to all pairs (k)

corresponds to the cycle while other entries correspond

to different states, within the cycle, of the enzyme-ligand

complex. As we have already stated these states define

the subsystems. We read the above equation in the fol-

lowing way. The Xkk is the free energy of the complete

system dissipated in the cyclic transition of the enzyme

and bound ligands. In other words Eq. (19) is analogous

to Kirchhoff’s law for electromotive forces and voltages

in the electrical loop. We call Eq. (19) Kirchhoff’s loop

law for thermodynamic forces and differences of the

chemical potentials. In our case it states: The thermody-

namic force, i.e. the difference of the ligand chemical

potentials, due to the concentration difference of the lig-

ands in the baths, equals to the sum of differences of the

chemical potentials associated with enzyme-ligand tran-

sitions within cycle.

Thermodynamic Ohm’s Law, Dissipation Function

In this section we derive the relationship between the

fluxes and corresponding differences of the chemical po-

tentials, for a system close to the equilibrium and intro-

duce a dissipation function.

Transition fluxes and corresponding chemical poten-

tial differences are related nonlinearly. It follows from

Eqs. (7), (18) and (15),

Jij = N�jipj
exp(� �‘ij/RT – 1)�. (20)

Close to the equilibrium above relationship becomes

Jij = � �‘ij/Rij, (21)

where

Rij = RT/(N�jipj). (22)

We call the relationship (21) thermodynamic Ohm’s

law, or Ohm’s law analogue in biochemistry. The princi-

ple of the detailed balance is approximately valid close

to the equilibrium, and by using the relationship (16) we

get,

Rij = Rji, (23)

i.e. Onsager’s symmetry relationships are fulfilled.

One of the most important quantities in the non-equi-

librium thermodynamics is the entropy production diS/dt.

It is equal to the dissipation function �, divided with the

absolute temperature, which can be written either in terms

of thermodynamic forces (3,4) or transition changes of

the chemical potentials (15), i.e.

T diS/dt = � = �iXiiJi = ��ij� �‘ij Jij. (24)
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Here Ji is flux of binding of the i-th small molecule,

i.e. J1 and J2 are equal to J12 and J24 respectively. In Hill’s

theory these quantities are called operational fluxes. The

above identity just states that the decrease of free energy

of the system �iXiiJi is equal to the energy dissipated dur-

ing the transitions of the enzyme-ligand complex.

Electrical Network Analogue to Hill’s Formalism

Close to the Equilibrium

It follows from the foregoing section that the thermody-

namic forces, the differences of the chemical potentials

due to different ligand concentrations, play, in the kinet-

ics of the chemical cycle, the role of the electromotive

force (EMF) in an electrical circuit. Close to the equilib-

rium differences of the chemical potentials between two

states, which define transitions of the enzyme–ligand

complex, and fluxes, play the role of voltages on the re-

sistors and corresponding currents, respectively. We as-

sociate with each simple loop of the arbitrary Hill’s dia-

gram a mesh flux (see Figure 3), an analogue to the

mesh current in electrical networks.6 The mesh flux is

associated with each mesh and they form a complete set

of independent fluxes since the number of simple loops

is equal to the number of independent fluxes. The transi-

tion flux associated with the transition line common to

two loops is the algebraic sum of the corresponding mesh

fluxes (see Figure 4). Evidently the transition fluxes in

the outer lines of the outer loops are equal to their mesh

currents. Note that mesh flux differs from the cycle flux

since the former is defined for simple loops only, while

the latter is defined for any loop (see previous definition

of the cycle flux).

The question arises: which flux kind (transition, cy-

clic or mesh) gives the simplest mathematical descrip-

tion of the arbitrary planar Hill’s diagram? Kirchhoff’s

law for fluxes is inherently embedded in the definition

of the mesh fluxes (see Figure 4). This is not valid for

transition fluxes and the theory based on the mesh cur-

rents has to be simpler than one based on the transition

fluxes. Although the definition of the cyclic fluxes takes

into account Kirchhoff’s law for fluxes, cyclic fluxes are

at a disadvantage regarding mesh fluxes, since they do

not form a set of independent quantities. In short, mesh

fluxes form the complete set of independent fluxes

obeying Kirchhoff’s law for fluxes and a theory founded

on these quantities must be simpler than the theories

founded on transition or cyclic fluxes.

We are now in a position to establish the rules, for a

planar Hill’s diagram, which enables one to construct the

electrical network analogous to the biochemical cycle

kinetics close to the equilibrium. These are:

i) Connect each pair of linked states (i,j) in Hill’s di-

agram with the corresponding resistance Rij.

ii) Draw within each simple loop the corresponding

mesh flux oriented in a counter-clock wise direction.

iii) Insert the thermodynamic force, as the electro-

motive force EMF, in each transmission line (12 and 24

in Figure 2a) that describes the binding of the ligand to

the enzyme in such way that the direction of the binding,

in Hill’s diagram (1�2, 2�4 in Figure 2a), emerges

from the positive pole of the corresponding EMF. The

value of the thermodynamic force is the affinity of the

ligand transport across the membrane. It coincides with

Hill’s definition of the thermodynamic force (11) in the

case of single ligand transport assuming that Hill’s cycle

is a simple loop. We use double index notation for ther-

modynamic forces where indices correspond to the

loops, which share common thermodynamic force, e.g.

X12 in Figure 3. The thermodynamic forces in the outer

branches, such as the X11 in Figure 3, have degenerate

indices like those in expressions (3) and (4), respec-

tively. The expressions for Xij 
like (3) or (4)� automati-

cally take care of the correct sign of the thermodynamic
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X11

R1

R12

R13

X12

J0

J1

J2

J3

J4

Ja

Jb Jc

T

Figure 3. The planar network decomposed into simple loops with
corresponding mesh fluxes. The details of the loop 1 are shown.
The transition fluxes in outer branches are equal to the correspond-
ing transition fluxes, i.e. J0 = J1. Transition fluxes in the branches
common to the two simple loops is equal to the algebraic sum of the
mesh fluxes of the corresponding simple loops, e.g. Ja = J2 – J3,
Jb = J1 – J2, and Jc = J3 – J1.

J J Jb 1 2= – J J Jc 3 1= –

J J Ja 2 3= –

J1

J2 J3

Figure 4. The blown up part of the network close to the point T
from the Figure 3. Kirchhoff’s law for fluxes is embedded into con-
cept of mesh fluxes since Ja + Jb + Jc = 0.



force, i.e. whether the ligand to be transported across the

membrane is bound in the bath with its higher or lower

concentration, Xij � 0 or Xij � 0, respectively. Evidently it

holds

Xij = –Xji, for i � j. (25)

Using the above rules we construct in Figure 5 an

electrical network equivalent to the biochemical cycle ki-

netics of the enzyme-ligand complex described by Hill’s

diagram in Figure 2a.

The problem can now be solved applying Kirchhoff’s

law for thermodynamic forces and differences of the

chemical potentials for each simple loop. Due to the bio-

chemical Ohm’s law analogue (21) this system of linear

equations reads,

�iXik = Rkk Jk +�i Rik(Jk – Ji). (26)

Here the left hand side of the equation is the alge-

braic sum of the thermodynamic forces within k-th sim-

ple loop. The thermodynamic force is positive if the k-th

mesh flux comes out of the positive pole of the corre-

sponding EMF. Otherwise it is negative. Rkk is the equiv-

alent resistance in the outer branch, Jk is the mesh flux

associated with the k-th simple loop and Rik is the equiv-

alent resistance common to the i-th and k-th simple loop.

Eq. (26) applied to the simple loop in Figure 3 reads,

X11 – X12 = R1J1 – R12(J1 – J2) – R13(J1 – J3). (27)

Let us apply this method to the thermodynamic net-

work in Figure 5. There are two simple loops that make

a system of two linear equations. These are

X11 = R11J1 + R23(J1 – J2), (28)

X22 = R23(J2 – J1) + R22J2, (29)

where

R11 = R12 + R13, (30)

and

R22 = R24 + R53 + R45. (31)

Here Xii and Rij are given by the Eqs. (3), (4) and (22),

respectively. The equivalent electrical scheme of the net-

work shown in Figure 5 is shown in Figure 6.

Finally, one can easily verify that the above equa-

tions are in fact those obtained from Hill’s formalism ap-

plied close to the equilibrium.

Jeans’s Theorem and the Principle of Maximum

Entropy Production

In this section we apply the theorem established by J. H.

Jeans14 in the case of planar network. J. H. Jeans intro-

duced the F function, which can be expressed in terms

of the mesh fluxes. This theorem states that steady state

fluxes flowing through a network of the resistors �Rij


and thermodynamic forces �Xij
 are distributed in such a

way that function

F(�Ji
) = �iRii Ji
2 + (1/2)�i,jRij(Ji –Jj)

2 –

2�iXiiJi – �i,jXij (Ji – Jj) (32)

has a minimum. Here Xii is the algebraic sum of the ther-

modynamic forces in the outer line of the i-th outer loop

and while Xij = –Xji (25) is the algebraic sum of the ther-

modynamic forces in the transition lines common to i

and j loops.
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R12 R13

R23

R24

R45

R53

J1

J2

X11

X22

Figure 5. The electrical network equivalent to the chemical cycle
kinetics of the enzyme-ligand complex close to the equilibrium
constructed by means of Hill’s diagram (see Figure 2). The values
of the thermodynamic forces and resistances are given by expres-
sions (5) and (22), respectively.

X11

X22

R22

R11

R23

J1

J2

Figure 6. The electrical network from the Figure 5 after replace-
ment of the resistance connected in the series with theirs equiva-
lent resistances 
see Eqs. (30) and (31)�.



Proof: We first note that fluxes in expression (32)

are mesh ones, i.e. Kirchhoff’s law for currents is al-

ready embedded in the function F. The partial derivation

of the F function regarding i-th mesh flux Ji generates

equation,

Rii Ji + �jRij(Ji – Jj) – Xii – �j�iXij = 0, (33)

which is in fact Kirchhoff’s law for thermodynamic for-

ces and differences of the chemical potentials applied to

the i-th simple loop 
see Eq. (26)�. Since the quadratic

term in the F function is the positive one, the extreme

defined by the system of Eq. (33) is the minimum.

No restriction has been put on the fluxes in the abo-

ve theorem, i.e. the equation (33) define the absolute ex-

treme of the F function in the n-dimensional space,

where n is the number of mesh fluxes �Ji
 or simple

loops. In order to make this extreme problem closer to

the real system we include the principle of energy con-

servation, (24),

TdiS/dt = � = �i XiiJi + (1/2)�i,jXij (Ji – Jj) =

�iRii Ji
2 + 1/2�i,jRij(Ji – Jj)

2 (34)

which simple states that free energy dissipated in the in-

tra-molecular transitions must be equal to the free energy

accumulated in the baths due to the non-equilibrium

concentrations of the ligands. This requirement imposes

the condition on the above extreme. Mathematically this

means that we look for the extreme of the F function (32)

on the hyper-surface, of the dimensionality n–1, defined

by Eq. (34). It is the peculiarity of this problem that the

solution of unconditional extreme incorporates the con-

dition (34), i.e. the point in n dimensional space �Ji


where function F(�Ji
) has its absolute minimum is the

point of the hyper-surface. Indeed, multiplying the Eq. (33)

by Ji and summing over all mesh currents one gets just

the condition (34).

Let us consider a simple network that consists of two

simple loops shown in Figure 7. In order to make the

analysis as simple as possible we put X1 = X2 = R1 = R2 =

a, i.e. the numerical values of all parameters in SI units

are equal. The F function is

F/a = (J1 – 1)2 + (J2 – 1)2 – 2. (35)

It represents a circular paraboloid which has its min-

imum for the point M(1,1), i.e. when J1 = J2 = 1 (see Fig-

ure 8). Energy conservation law (34) now reads,

J1 + J2 = J1
2 + J2

2, (36)

or

C � (J1 – 1/2)2 + (J2 – 1/2)2 – 1/2 = 0, (37)

which represents the circular cylinder of radius (2)–1/2 in

J1, J2 plane with a center at the point S(1/2,1/2) (see Fig-

ure 8), i.e. the circle C is hyper-surface in this case. The

cross-section between paraboloid and cylinder, the curve

L, represents all those values of the F function, which

satisfy the energy conservation law (36). The minimum

of the curve L, with respect to the axis perpendicular to

J1, J2 plane, coincides with the minimum of the parabo-

loid, i.e. the point Fmin where F exhibits the minimum.

From (32) and (34) a very interesting conclusion

follows. The minimum of the F function implies the

maximum of entropy production, i.e. the steady state is

characterized by,

diS/dt = –F(�Ji
) = maximum. (38)
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X1

X2

R2

R1
J1

J2

Figure 7. The electrical network with two loops and zero mutual
resistance.

J1

F

Fmin

J2

Figure 8. The entropy production is maximal for the point M,
which is on the hyper surface C, in the case of the simple two
loop network from the Figure 7.



In other words the fluxes distribute themselves within

the network in such a way as to produce the entropy at

maximum rate. Note that this statement is not opposed

to Prigogine’s theorem on the minimum entropy produc-

tion,15 which is derived assuming that some of second-

ary forces Xi adjust themselves in such a way to vanish

conjugate fluxes Ji.

In short, the steady state biochemical cycle kinetics

close to the equilibrium is accompanied by maximum

entropy production, assuming fixed non-zero thermody-

namic forces. This conclusion has nothing to do with the

fact that that entropy production vanishes in the equilib-

rium. Being close to equilibrium simply means that the

thermodynamic forces are relatively small ones regard-

ing the RT. The fluxes diminish as the thermodynamic

forces do, when the system approaches to the equilibrium

state. In the case of the adiabatic approach, which assu-

mes that rates of the changes of the thermodynamic for-

ces are much less than the rate of relaxation of the sys-

tem, the system is described well in terms of the steady

state theory. Then, regardless of how small the thermo-

dynamic forces are, or expressed in another way, how

close the system is to the equilibrium state, the fluxes al-

ways distribute themselves in order to achieve the steady

state of maximum entropy production. It goes without

saying that entropy production vanishes as the system

approaches the equilibrium.

Thevenin’s Theorem, Maximum Power Transfer

Theorem and Prigogine’s Definition of the Steady

State

Relevant parameters of the biochemical cycle kinetics

like efficiency of the free energy transduction,13 close to

the equilibrium, can be deduced in an elegant manner by

means of the well developed theory of linear electrical

networks.16

A very useful theorem in the linear network theory

is Thevenin’s theorem16 which states: Any linear net-

work may, with respect to pair of terminals (port), be re-

placed by voltage source with EMF (thermodynamic

force) equal to the open circuit voltage (the difference of

the chemical potentials) between the terminals and with

the internal resistance seen at this port (equivalent resis-

tance between terminals).

We apply Thevenin’s theorem at the simple two-loop

network from the Figure 6 in order to find the efficiency

of the free energy transduction as defined by T. L. Hill:13

� = – (J2X22)/(J1 X11). (39)

First we »cut« the network at terminals A,B (see

Figure 9a) and find the voltage between them, which is

equal to Thevenin’s thermodynamic force, i.e.

XT11 = X11R23/(R11 + R23). (40)

The resistance seen from the port (see Figure 9b) is

RT11 = R11R23/(R11 + R23) + R22. (41)

Now we replace the part of the network above points

A and B with Thevenin’s source, as it is shown in the

Figure 9c, which consist of Thevenin’s thermodynamic

force XT11, and resistance RT11.

Then Kirchhoff’s law (26) gives the flux J22

J22 = (XT11 + X22)/RT11. (42)

Analogously we obtain

J11 = (XT22 + X11)/RT22, (43)

where

XT22 = X22R23/(R22 + R23), (44)

and

RT22 = R22R23/(R22 + R23) + R11. (45)

The efficiency (39) becomes

� =

– X22RT22(XT11 + X22) / 
X11 (XT22 + X11) RT11�. (46)

For a fixed thermodynamic force X11 and fixed re-

sistances, efficiency of the free energy transduction be-

comes maximal for

X22 = – X11(1 + R22/R23) �

�1– 
1– R23
2/�(R11 + R23) (R22 + R23)
�1/2
. (47)
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X11

X UT11 AB=

R11
R11

R23
R23

R22

RT11

RT11

XT11

X22

Figure 9. a) The part of the network which defines Thevenin’s EMF,
XT11; b) and resistance RT11; c) Replacement of the part of the net-
work from the Figure 6 above the points A and B with Thevenin’s
source (XT11 and RT11).



In the case of small slippage R23 >R11&R22 we have

� = 1 – 
(R11 + R22) /R23�
1/2, (48)

and

X22 = – X11 �1 – 
(R11 + R22) /R23�
1/2
. (49)

As could be expected slippage reduces efficiency. It

is worthwhile to note that maximum efficiency of the

free energy transduction does not coincide with the max-

imum rate of transduced free energy, i.e. the ability of

the system to store the free energy. For small slippage

efficiency is close to one, i.e. to its maximal value (see

48), but the rate of the free energy transduction (J2X22),

which describes the capability of the system to store free

energy,

J2X22 = – X11
2/
(R11 + R22) R23�

1/2, (50)

is close to zero, i.e. to its minimal value. The maximum

rate of free energy transduction occurs for

X22max= –XT11/2, (51)

as one can easily verify. This is a well-known maximum

power transfer theorem in the theory of linear electrical

networks.16 This theorem states that maximum power

(free energy per time unit) transferred from source with

the thermodynamic force X11 > 0 to the source with the

thermodynamic force X22 occurs if –X22 equals half of

Thevenin voltage XT11. For –X22 < XT11/2 there is an in-

crement of the flux through the source with –X22, with

respect to the flux for the condition X22max = – XT11/2,

but the drop in the voltage overwhelms the rise in the

flux. Analogously, for –X22 > XT11/2 the decrease of the

flux overwhelms the increase of the –X22.

We now turn to the Prigogine15 definition of the

steady state. His formulation of linear thermodynamics

does not rely on Kirchhoff’s laws. Therefore he has not

been in position to vary distribution of the fluxes, as we

have done in this paper. His definition is more restricted,

since he has required zero secondary flux, i.e. J22 = 0.

Evidently in the Prigogine steady state secondary force

X22 equals to the negative Thevenin’s thermodynamic

force – XT11 (see Figure 9c) In terms of the slippage de-

fined by Jureti}17 as s0 = R11/R23 secondary force disap-

pears or becomes equal to the negative primary thermo-

dynamic force –X11 in the case of infinite and zero slip-

page, respectively. In Prigogine’s definition of the steady

state, the secondary thermodynamic force is the only non-

fixed variable. Then, by means of the definition of the

entropy production (24) one easily finds that Prigogine’s

definition of the steady state is the state of the minimum

entropy production. Of course this result does not oppose

our result due to a different starting assumption.

DISCUSSION

It is quite natural to explore the conservation laws as the

starting point of the theory. The well-known examples are

the collision processes, based on the impulse and energy

conservation laws, Bernoulli’s equation on the motion of

an ideal fluid, which exploits mass and energy conserva-

tion. The best-known theory of this kind is the theory of

electrical circuits, developed in electrical engineering. It

is based on Kirchhoff’s laws, which reflect the principles

of the charge and energy conservation. Strictly speaking

the principle of energy conservation can be attributed to

Kirchhoff’s voltage law only in the case of stationary

currents, but electrical engineers successfully applied it,

with slight modifications, even in the case of time vary-

ing currents.

In the non-equilibrium thermodynamic processes,

which include chemical reactions, mass conservation is

the only certain conservation principle, which invokes

no hypothesis, i.e. it should be present in any theory of

non-equilibrium thermodynamic processes. The applica-

tion of Kirchhoff’s flux law in the non-equilibrium ther-

modynamics is usually justified by this principle.3,18

The standard assumption of the theory of non-equi-

librium processes is the assumption about local thermo-

dynamic equilibrium state and global non-equilibrium

state. For example let us assume the gas flow through the

porous wall, which separates two compartments (Joule-

-Thomson process). The gases in both compartments are

in the equilibrium state (constant pressure over the whole

compartment), but the gases themselves are not in equi-

librium, i.e. there is a pressure difference on the wall si-

des, which forces flow of the gas from the compartment

of the higher pressure to the one with lower pressure. In

chemical reaction it is the non zero chemical affinity, the

difference between the reactant chemical potentials, which

keeps the chemical reaction continuing. In living cells

these reactions could be extremely complicated. But re-

gardless the complexity of the reaction system, in accor-

dance to the previously mentioned principle of the local

equilibrium, the system could be divided into subsystems

with well-defined chemical potentials. For example let us

consider reaction A�B�C. At each moment the global

system is composed of three subsystems (A, B, C) which

are internally in equilibrium, i.e. each subsystem is char-

acterized by the chemical potential �i. Having in mind

that chemical potential is the change of the internal en-

ergy of the subsystem, due to the addition of the one

mole the identity

� �AC = � �AB + �� BC, (52)

where

� �ij = �i – �j, (53)
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can be interpreted in the following way. The left side is the

potential free energy per mole for the reaction A�B�C,

since there is no direct chemical reaction A�C, while the

terms on the right side of the identity (52) are equal to

the dissipated heat in reactions A�B and B�C, respec-

tively. In this way the identity (52) is equivalent to Kirch-

hoff’s loop law. This is in fact the content of the Kirch-

hoff’s law for thermodynamic potentials and the differ-

ences of the chemical potentials, derived in the Second

Section. We claim that Kirchhoff’s loop law (52) is not

restricted to the processes with macromolecule cycle ki-

netics, but is rather generally valid for each non-equilib-

rium process, which is analyzed on the basis of the local

equilibrium state assumption. Similar Kirchhoff’s loop

law has been recently exploited by H. Qian et al. as the

basic equation of the of the energy balance analysis19 and

non-equilibrium biochemical circuit theory.18

We stress once more that the most important result

of this paper is the one to one correspondence between

the network of the stationary biochemical reactions in the

cycle kinetics and the electric network. Having in mind

the above mentioned principle of the local equilibrium

and global non-equilibrium this method could be, in prin-

ciple, applied to any network of stationary chemical re-

actions close to the equilibrium, i.e. it could become

powerful tool in the analysis of the networks of the sta-

tionary biochemical reactions in living cells.

The established analogy between the electric net-

works and the chemical cycle kinetics has enabled us to

derive Jeans’s theorem for the processes described by the

planar Hill’s diagrams, close to the equilibrium. We find

that fluxes distribute themselves to achieve maximum

entropy production. This result is in accordance with the

analysis performed by L. Onsager,20,21 and microscopic

theories given by M. Kohler,22 J. M. Ziman23 and R. I.

Dewar.24 As we have already mentioned this statement is

not opposed to the Prigoggine’s theorem on the minimum

entropy production due to different starting assumptions.

In short, in this paper the algorithm for the construc-

tion of the electrical circuit analogue to the enzymatic

cycle kinetics, close to the equilibrium, is established.

Using the results of the linear network theory we show

how one can easily find the parameters relevant for the

free energy transduction. Jeans’s theorem14 is used to

show that the distribution of fluxes in the system with

the fixed ligand concentrations is such that the entropy

production is maximal.

Possible further work on this problem includes the

extension of this method to non-planar diagrams, to arbi-

trary chemical processes, as well as inclusion of the

non-linear relationship between fluxes and correspond-

ing affinities. The principle of the maximal entropy pro-

duction needs to be checked in the non-linear regime,

too.
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SA@ETAK

Kinetika cikli~kih kemijskih reakcija u blizini ravnote`noga stanja i analogne elektri~ne mre`e

Pa{ko @upanovi} i Davor Jureti}

Hillovim dijagramom mo`e se opisati pretvorba slobodne energije pomo}u diskretnih stanja makromole-

kule koja me|udjeluje s malim molekulama (ligandima). U blizini ravnote`noga stanja, gdje vrijedi linearna

ovisnost flukseva o termodinami~kim silama, razvijena je metoda konstrukcije linearne elektri~ne mre`e koja

odgovara Hillovom dijagramu. Rabi se metoda konturnih flukseva pri formiranju op}e teorije linearnih mre`a.

Pomo}u Theveninovoga teorema prora~unana je efikasnost pretvorbe slobodne energije. Odre|eni su uvjeti naj-

ve}e mogu}e efikasnosti pretvorbe slobodne energije. Na vrlo elegantan na~in izveden je Jeansov teorem iz

1923. Pokazano je da je ovaj teorem ekvivalentan principu maksimalne produkcije entropije u elektri~nim mre-

`ama. Za stalne koncentracije liganada slijedi, iz Jeansova teorema, da se fluksevi raspodijeljuju tako da pro-

dukcija entropije bude najve}a mogu}a. Prigogineov teorem o minimalnoj produkciji entropije uspore|en je s

teoremom o maksimalnoj produkciji entropije.
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