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One of the major advantages of model checking over other formal methods of verification is its ability to generate an error trace when the specification is falsified in the model. We call this trace a counterexample. In probabilistic model checking (PMC), counterexample generation has a quantitative aspect. The counterexample is a set of paths in which a path formula holds, and their accumulated probability mass violates the probability bound. In this paper, we address the complementary task of counterexample generation, which is the counterexample diagnosis. We propose an aided-diagnostic method for probabilistic counterexamples based on the notion of causality. Given a counterexample for a probabilistic CTL (PCTL) formula that does not hold over Discrete Time Markov Chain (DTMC) model, this method guides the user to the most responsible causes in the counterexample.
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1. Introduction

Probabilistic model checking has appeared as an extension of model checking for modeling and analyzing systems that exhibit stochastic behavior. Several case studies in several domains have been addressed from randomized distributed algorithms and network protocols to biological systems and cloud computing environments. These systems are described usually using Discrete-Time Markov Chains (DTMC), Continuous-Time Markov Chains (CTMC) or Markov Decision Processes (MDP), and verified against properties specified in Probabilistic Computation Tree Logic (PCTL) [24] or Continuous Stochastic Logic (CSL) [7, 8].

For counterexample generation in probabilistic model checking (PMC), many approaches have been proposed. But unlike the previous method proposed for conventional model checking that generates the counterexample as a single path ending with a bad state representing the failure [14], the task in PMC is quite different. The counterexample in PMC is a set of evidences or diagnostic paths that satisfy the formula and their probability mass violates the probability bound. As it is in conventional model checking, the generated counterexample should be small and indicative to be easy for analyzing [4, 22].

However, generating small and indicative counterexamples only is not enough for understanding the error. Therefore, many works in conventional model checking have addressed the analysis of counterexamples to better understand the error [9, 19, 20, 28, 38 and 40]. As it was done in conventional model checking, addressing the error explanation in the probabilistic model checking is highly required, especially that probabilistic counterexample consists of multiple paths instead of single path, and that it is probabilistic.

In this paper, we address the diagnosis of probabilistic counterexamples. To this end, we adopt the definition of causality introduced by Halpern and Pearl [21]. In this paper, we will focus on upper bounded properties. The other cases can be transformed easily to upper bounded properties. Our approach does not ignore the previous approaches of generating probabilistic counterexamples, but instead, it is
based on them. Our approach for error explanation is based on the smallest most indicative counterexamples [4,22]. To our knowledge, no work has been done yet for error explanation in probabilistic model checking.

The rest of this paper is organized as follows. In Section 2, we present some preliminaries and definitions. The probabilistic logic PCTL and probabilistic counterexamples are presented in this section. In Section 3, we give the definition of causes in probabilistic counterexamples with the formal causality model. Following that, we introduce an algorithm for generating the causes and their responsibilities for the violation of PCTL properties. Experimental results are given in Section 5. Section 6 presents the related works. At the end, we present conclusion and future works.

2. Preliminaries and Definitions

We call a discrete-time stochastic process with discrete state space a Discrete-Time Markov Chain (DTMC) if it satisfies the Markov property:

\[ P[x_n = i_n | x_0 = i_0, x_1 = i_1, \ldots, x_{n-1} = i_{n-1}] = P[x_n = i_n | x_{n-1} = i_{n-1}] \]

This means, the probability to pass to next state depends only on the previous state and not on the state’s history.

More formally, a DTMC is a tuple \( D = (S, s_{init}, P, L) \), such that \( S \) is a finite set of states, \( s_{init} \in S \) the initial state, \( P : S \times S \rightarrow [0, 1] \) represents the transition probability matrix, \( L : S \rightarrow 2^{\mathbb{AP}} \) is a labelling function that assigns to each state \( s \in S \) the set \( L(s) \) of atomic propositions. An infinite path \( \sigma \) is a sequence of states \( s_0s_1s_2\ldots \), where \( P(s_i, s_{i+1}) > 0 \) for all \( i \geq 0 \). A finite path is finite prefix of an infinite path. We define a set of paths starting from a state \( s_0 \) by \( Paths(s_0) \). The underlying \( \sigma \)-algebra is formed by the cylinder sets which are induced by finite paths in \( Paths(s_0) \). The probability of this cylinder set is:

\[
P(\sigma \in Paths(s_0) | s_0s_1\ldots s_n \text{ is a prefix of } \sigma) = \prod_{i \leq 0 < n} P(s_i, s_{i+1})
\]

2.1. Probabilistic Computation Tree Logic (PCTL)

The Probabilistic Computation Tree Logic (PCTL) has appeared as an extension of CTL for the specification of systems that exhibit stochastic behaviour. We use the PCTL for defining quantitative properties of DTMCs. PCTL state formulas are formed according to the following grammar:

\[
\phi ::= true | a | \neg \phi | \phi_1 \land \phi_2 | P_{\sim p}(\phi)
\]

Where \( a \in AP \) is an atomic proposition, \( \phi \) is a path formula, \( P \) is a probability threshold operator, \( \sim \in \{<,\leq,>,\geq\} \) is a comparison operator, and \( p \) is a probability threshold. The path formulas \( \phi \) are formed according to the following grammar:

\[
\phi ::= \phi_1 U \phi_2 | \phi_1 W \phi_2 | \phi_1 U^{\leq n} \phi_2 | \phi_1 W^{\leq n} \phi_2
\]

Where \( \phi_1 \) and \( \phi_2 \) are state formulas and \( n \in \mathbb{N} \). As in CTL, the temporal operators (\( U \) for strong until, \( W \) for weak (unless) until and their bounded variants) are required to be immediately preceded by the threshold operator \( P \). The PCTL formula is a state formula, where path formulas occur only inside the operator \( P \). The operator \( P \) can be seen as a quantification operator for both the operators \( \forall \) (universal quantification) and \( \exists \) (existential quantification), since the properties are representing quantitative requirements.

The semantics of a PCTL state formula \( \phi \) over a state \( s \) (or a path \( \sigma \)) in a DTMC model \( D = (S, s_{init}, P, L) \) can be defined by a satisfaction relation denoted by \( |\models | \). A path \( \sigma = s_0s_1\ldots \) satisfies a PCTL formula \( \phi \) if the relation \( s_0 \models | \phi \) is satisfied. We define the set of paths satisfying the relation \( s \models | \phi \) by \( Paths(s \models | \phi) \) and the probability of the satisfaction of \( s \models | \phi \) by:

\[
P(s \models | \phi) = \sum_{\sigma \in Paths(s \models | \phi)} P(\sigma)
\]

The PCTL semantics is defined as follows:

\[
\begin{align*}
    s \models true & \iff true \\
    s \models a & \iff a \in L(s) \\
    s \models \neg \phi & \iff s \not\models \phi \\
    s \models \phi_1 \land \phi_2 & \iff s \models \phi_1 \land s \models \phi_2 \\
    s \models P_{\sim p}(\phi) & \iff P(s \models | \phi) \sim p
\end{align*}
\]
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is a valid probabilistic counterexample including the whole set. For instance, we can find three counterexamples:

\[ P(C_1) = P(\{s_0s_1, s_0s_2s_3, s_0s_2s_4s_3, s_0s_2s_4s_5, s_0s_4s_5\} \]
\[ = 0.25 + 0.2 + 0.09 + 0.15 + 0.12 = 0.81 \]

\[ P(C_2) = P(\{s_0s_1, s_0s_2s_4s_5, s_0s_4s_5\}) \]
\[ = 0.25 + 0.15 + 0.12 = 0.52 \]

\[ P(C_3) = P(\{s_0s_1, s_0s_2s_3, s_0s_2s_4s_5\}) \]
\[ = 0.25 + 0.2 + 0.15 = 0.60 \]

The last probabilistic counterexample is the most indicative one, since it is minimal and its probability is higher than the other minimal counterexample \( C_2 \), \( P(C_3) = 0.6 > P(C_2) \). The strongest path is \( s_0s_1 \), which is included in the most indicative probabilistic counterexample.

3. Causes in Probabilistic Counterexamples

For PCTL properties of the form \( \phi = P_{\leq P}(\varphi) \), explaining the violation reduces to the explanation of exceeding the probability bound over the DTMC model. Therefore, the question of “what labelling and/or probability values in the counterexample cause the system to falsify a specification” reduces to the question: “what labelling and/or probability values in the counterexample cause the exceeding of probability bound over the model”.

3.1. Causality Model

The counterfactual notion of causality [30] states that: event A is a cause of event B if, had A not happened, then B would not have happened. Unfortunately, this statement does not cover all real cases. Let’s take the major known example of Suzy and Billy who both pick up rocks and throw them at a bottle [21]. Suzy’s rock gets there first, shattering the bottle. Since both throws are perfectly accurate, Billy’s would have shattered the bottle had it not been preempted by Suzy’s throw. Thus, according to the counterfactual condition, Suzy’s throw is not a cause for shattering the bottle. Halpern and Pearl [21] have addressed this issue by taking A to be a cause of B if B counterfactually depends on A under some contingency. For example, Suzy’s throw is a cause of the bottle shattering because the bottle shattering counterfactually depends on Suzy’s throw, under the contingency that Billy does not throw.

With respect to the definition of causality by Halpern and Pearl [21], the causality model \( M \) is defined by a set of exogenous variables \( U \), whose values \( \bar{u} \) are determined by factors outside the model \( M \), but they should be represented to encode the context, and by a set of endogenous variables \( V \), whose values are determined by structural equations, and set of functions \( F \), where each \( f_{vi} \in F \) is a mapping from \( U \times (V \setminus V_i) \) to \( V_i \). Thus, each \( f_{vi} \) tells us the value of \( V_i \) given the values of all other variables in \( U \cup V \). The causality model \( M \) has no control on context changes.

We can define a causality model for the most indicative counterexample \( MIPCX(s_0 \models \phi) \) as a tuple \( M = (U, V, F) \), where \( U \) is presented by a single variable; we call it a context variable, its value \( \bar{u} \) encodes a state in \( MIPCX(s_0 \models \phi) \). \( V \) is a set of variables representing atomic propositions and Boolean formulas. \( F \) is a set of truth functions associating to every variable in \( V \) a value (0 or 1). So, each \( f_{vi} \in F \) tells us the value of a variable in \( V \) given the values of all the other variables. For example, \( f_{p\land r}(s, p = 1, r = 1) = 1 \) where \( p \) and \( r \) are atomic propositions, and \( s \) is state representing a context. The causal influences in are modelled by the transitions in \( MIPCX(s_0 \models \phi) \).

3.2. Generating Causes

We call the path until formula \( \varphi \) a causal formula. We write \( (M, u) \models \varphi \) if \( \varphi \) is true in causality model \( M \) given a context \( u \). We write \( (M, u) \models [\vec{Y} \leftarrow \vec{Y}'](X = x) \), if \( X \) has a value (0or1) in \( M \) given a context \( u \) and the assignment \( \vec{y} \to \vec{Y} \), where \( \vec{Y} \subset V \).

We write \( (M, u) \models \varphi \) if \( \varphi \) is true in causality model given a context \( u \). For probabilistic causality, we add a probability to each context, which is a state \( s \) belonging to finite paths from \( MIPCX(s_0 \models \phi) \). We should note that a state can belong to other paths that are not in the most indicative probabilistic counterexample.
Therefore, a context probability is defined by this equation:

\[ P(u = s) = \sum_{\sigma \in \mathcal{MIPC}(s_0) = \phi} P(\sigma) \]

The statement for causality is “A formula C is a cause of \( \phi \) in context \( u \) of \( M \)”. The types of formulas that are allowed to be causes for \( \phi \) are ones of the form \( X_1 = x_1 \land \ldots \land X_k = x_k \) which is abbreviated to the form \( \overrightarrow{X} = \overrightarrow{x} \). Since \( F \) defines a mapping from \( U \) to \( V \), we can associate to each cause a probability that represents exactly the context probability as \( P(\overrightarrow{X} = \overrightarrow{x}) = P(s) \).

With all these definitions in hand, we can now give the definition of an actual cause for the violation of PCTL property \( \phi = P_{\leq p}(\phi) \).

**Definition 3.1** we say that \( \overrightarrow{X} = \overrightarrow{x} \) is an actual cause for the violation of \( \phi = P_{\leq p}(\phi) \) in \((M,s)\) with a probability equal to \( P(\overrightarrow{X} = \overrightarrow{x}) = P(s) \) if the following holds:

1. \((M,s) \models (\overrightarrow{X} = \overrightarrow{x}) \land \phi \)
2. There exists a partition \((\overrightarrow{Z}, \overrightarrow{W})\) of \( V \) with \( \overrightarrow{X} \subseteq \overrightarrow{Z} \) and some setting \((\overrightarrow{x}', \overrightarrow{w}')\) of the variables in \((\overrightarrow{X}', \overrightarrow{W}')\) such that if \((M,s) \models Z = z \) for \( Z \in \overrightarrow{Z} \) then
   \((M,s) \models [\overrightarrow{X} \leftarrow \overrightarrow{x'}, \overrightarrow{W} \leftarrow \overrightarrow{w'}] \land \neg \phi \)
   and \((M,s) \models [\overrightarrow{X} \leftarrow \overrightarrow{x'}, \overrightarrow{W} \leftarrow \overrightarrow{w'}, \overrightarrow{Z'} \leftarrow \overrightarrow{z'}] \land \phi \) for all subsets \( \overrightarrow{Z}' \) of \( \overrightarrow{Z} \).
3. The set of variables \( \overrightarrow{X} \) is minimal (no subset of \( \overrightarrow{X} \) satisfies the conditions 1 and 2).

The first condition states that both \( \overrightarrow{X} = \overrightarrow{x} \) and \( \phi \) are true in the current context, given the variables \( \overrightarrow{X} \) and their values \( \overrightarrow{x} \). The second condition states that any change on \((\overrightarrow{X}, \overrightarrow{W})\) will change \( \phi \) from true to false, changing \( \overrightarrow{W} \) will have no effect on \( \phi \) as long as the values of \( \overrightarrow{X} \) are kept at the current values, even if all subsets \( \overrightarrow{Z}' \) of \( \overrightarrow{Z} \) are set to their original values in the current context. Minimality condition ensures that only elements in the conjunction \( \overrightarrow{X} = \overrightarrow{x} \) are essential for changing \( \phi \) from true to false.

Each cause \( X = x \) has a probability \( P(X = x) \) that measures its contribution to the error, where the cause involved in the satisfaction of \( \phi \) in more paths is usually the most probable cause. So that, given the probability of \( \mathcal{MIPC}(s_0) = \phi \), we associate to each cause a degree of contribution for the error, and we call it responsibility. The degree of responsibility of each cause is given by:

\[ R(X = x) = P(X = x)/P(\mathcal{MIPC}(s_0) = \phi) \]

**Definition 3.2** A cause \( C_1 \) has more responsibility over another cause \( C_2 \) for the violation of \( \phi = P_{\leq p}(\phi) \), if \( R(C_1) > R(C_2) \).

**Example 3.1** Consider the most indicative counterexample \( C_3 = \{s_0s_1s_2s_3, s_0s_2s_4s_5\} \) generated from the DTMC presented in Figure 1 against the property \( P_{\leq 0.5}(a \lor b)U(c \land d) \).

It is possible to define a causality model for \( C_3 \), where \( u \in \{s_0, s_1, s_2, s_3, s_4, s_5\} \), and \( F \) can be defined over the variables in \( V \) as follows

\[ f_b(s_2) = 1 \]
\[ f_{c \land d}(s_2, c = 0, d = 0) = 0 \]
\[ \vdots \]

For instance, it is clear that in \( s_2, \overrightarrow{X} = \{b\}, \overrightarrow{Z} = \{b, e\} \) and \( \overrightarrow{W} = \{a, c, d\} \). So, the cause in \( s_2 \) is \( b = 1 \) with a responsibility \( R(b = 1) = (0.2 + 0.15)/0.6 = 0.58 \).

4. **Algorithm for Generating Causes**

This algorithm performs on counterexample generated from the tool DiPro [5], since probabilistic model checkers do not offer the possibility to generate counterexamples. DiPro is a tool used for generating counterexamples from DTMC, CTMC and MDPs models, and can be jointly used with the model checkers PRISM [26] and MRMC [27], and can render the counterexamples in text formats as well as in graphical mode.

The algorithm gets from DiPro tool the counterexample \( \mathcal{MIPC}(s_0) = \phi \) and the probabilistic formula \( \phi = P_{\leq p}(\phi) \) as input, and outputs the causes with their responsibilities. The
Algorithm. GenerateCauses  
**Inputs:** The most indicative counterexample $MIPCX(s_0 = \phi)$  
The probabilistic formula $\phi = P_{\leq p}(\varphi)$ where $\varphi$ is of the form $\phi_1 U \phi_2$ or $(\phi_1 U \leq n \phi_2)$  
**Outputs:** Set of causes with their responsibilties  
**Begin**  
Contexts := ComputeContexts($MIPCX(s_0 = \phi)$)  
Causes := $\emptyset$  
For each context $s$ from the contexts set  
If $s$ is the last state in a path $\sigma$ then  
Causes := Causes $\cup$ FindCauses($s$, $\phi_2$)  
$R(\text{Causes}) = \sum_{s \in \sigma, \sigma \in MIPCX(s_0 = \phi)} P(\sigma)/P(MIPCX(s_0 = \phi))$  
End If  
Else  
Causes := Causes $\cup$ FindCauses($s$, $\phi_1$)  
$R(\text{Causes}) = \sum_{s \in \sigma, \sigma \in MIPCX(s_0 = \phi)} P(\sigma)/P(MIPCX(s_0 = \phi))$  
End Else  
End For  
Sort (Causes)  
**End GenerateCauses**  
**Function FindCauses($s$, $\psi$)**  
**Begin**  
If $\psi$ is of the form $a$ where $a \in AP$ and $a \in L(s)$  
Then return $(s, a)$  
End If  
If $\psi$ is of the form $\neg a$ where $a \in AP$ and $a \notin L(s)$  
Then return $(s, \neg a)$  
End If  
If $\psi$ is of the form $\psi_1 \land \psi_2$ then  
return $\{\text{FindCauses}(s, \psi_1) \cup \text{FindCauses}(s, \psi_2)\}$  
End If  
If $\psi$ is of the form $\psi_1 \lor \psi_2$ then  
return $\{\text{FindCauses}(s, \psi_1)\} \cup \{\text{FindCauses}(s, \psi_2)\}$  
End If  
Otherwise return $\emptyset$  
**End FindCauses**

The algorithm explores the counterexample and computes the causes and their responsibilities with respect to each state $s$. The causes then will be sorted in order according to their responsibilities $R$. The main function of this algorithm is FindCauses, which is based on the formula structure. It takes a state and state formula as input and returns recursively the set of causes. The condition put on the last state follows Corollary 2.1. We note that when the state formula $\psi$ is of the form $\psi_1 \land \psi_2$, both sub-formulas are essentially true at state $s$. But when $\psi$ is of the form $\psi_1 \lor \psi_2$, one of them could be true at $s$ or both of them. This actually follows the causal intuition that in the conjunctive scenario, both $\psi_1$ and $\psi_2$ are required for $\psi$ being satisfied. Whereas in the disjunctive scenario, either $\psi_1$ or $\psi_2$ suffices to make $\psi$ satisfied. In the two cases, we apply FindCauses to each sub-formula. Finally, at the propositional level, the cause will be a pair $(s, a)$ if $a \in L(s)$ or $(s, \neg a)$ otherwise.

This algorithm computes an approximate set of causes, since computing the set of causes exactly in binary causal models is NP-complete [16]. The reduction from binary causal models to Boolean circuits and from Boolean circuits to model checking as introduced in [12] proved that computing a set of causes for branching time formula can be done in linear time. Therefore, further analysis of the complexity of causes computing is beyond the scope of this paper.

5. Experimental Results

We have implemented the above method in Java. To evaluate our method, we use a benchmark case study of the embedded control system taken from [31]. The system is modelled in prism as a CTMC [41]. We should mention that before performing the verification, the CTMC has to be transformed to its embedded DTMC. The system consists of input processor (I) that reads incoming data from three sensors (s1, s2 and s3) and then passes it to main processor (M). The processor M processes the data and sends instructions to an output processor (O) that controls two actuators (A1 and A2) using these instructions. Any of the system’s components M, I/O, the sensors and the actuators may fail; as a result, the system is shut down. The types of failures are:

$\text{fail_sensors} = (i = 2 \land s < \text{MIN_SENSORS})$  
$\text{fail_actuators} = (o = 2 \land a < \text{MIN_ACTUATORS})$
fail_iO = (count = MAX_COUNT + 1)
fail_main = (m = 0)

We use the variable Max_Count to refer to the maximum number of consecutive cycles skipped allowed. Thus, the I/O processor will fail if the count exceeds the limit Max_Count. The down status of the system is labelled as:

down = fail_sensors|fail_actuators|fail_iO
fail_main

For this model, we choose the PCTL property that estimates the probability of I/O failure occurring first, which is given as follows:

\[ P = \neg ![down]Ufail_iO \]

We test this property using prism for (Max_Count = 1). For this value, prism renders a probability equal to 0.43. We chose the value 0.4 as a threshold for this property to generate the counterexample. Thus the property can be rewritten as follows:

\[ P \leq 0.4 ![down]Ufail_iO \]

We use DiPro to generate the counterexample, which in turn uses prism. The counterexample rendered by DiPro can be saved in text format as well as in XML format. The tool implements many algorithms. In our experiments, we used its heuristic search algorithm XBF that generates the sub-graph inducing the counterexample. Our method takes the counterexample generated from DiPro in XML format and the property to be verified as arguments, and outputs the causes with their responsibilities. All the experiments were carried out on Windows XP with Intel Pentium CPU 3.2 GHz speed and 512 mb of memory.

The prism model consists of 2633 states and 11072 transitions. For generating the counterexample, DiPro explored 480 traces, 558 vertices and 1080 edges in more than 1 minute. Finally, the counterexample rendered consists of just 35 diagnostic paths. It is evident that the number of explored vertices and explored edges while searching the counterexample is less than the number of states and the transitions of the model. It is evident also that the number of diagnostic paths is less than the number of solution traces. While solution traces refer to all the paths of the diagnostic sub-graph found through exploring the model, diagnostic paths refer just to the paths forming the counterexample \( MIPC X(s_0 \models \phi) \). We pass this counterexample to our algorithm for generating the causes and their responsibilities. Our algorithm takes less than 1 second for generating the causes with their responsibilities. We notice that this time is negligible comparing to the size of the model and the time taken for computing the counterexample.

The causes generated are the basic sub-formulas satisfying the path formula \( \neg ![down]Ufail_iO \). For the right sub-formula (fail_iO), the cause generated is \( C_0 = (count = MAX_COUNT + 1) \). For the left sub-formula, the set of causes for the system not to be in down state is:

\[ C_1 = \neg (i = 2), \]
\[ C_2 = \neg (s < MIN_SENSORS) \]
\[ C_3 = \neg (o = 2), \]
\[ C_4 = \neg (a < MIN_ACTUATORS) \]
\[ C_5 = \neg (count = MAX_COUNT + 1) \]
\[ C_6 = \neg (m = 0) \]

\( C_1 \) and \( C_2 \) refer to the probable causes for the failure in the level of sensors, whereas \( C_3 \) and \( C_4 \) refer to the probable causes for the failure in the level of actuators. The failure causes for I/O and M are singletons, \( C_5 \) and \( C_6 \) respectively.

The number of states from 35 diagnostic paths, in which we found these causes are estimated to be 145 states, which is much less than the states of the model (2633). The responsibility classes found are 50, ranging between 0 and 0.3, except the initial state that has intuitively 1 as a degree of responsibility, because it is included in all paths. It is evident that the number of responsibility classes (50) is lower than the number of states (145), because the states included in the same set of paths share the same responsibility.

Due to the size of the counterexample, it is not possible to cite here all the pairs (state, variable), but we can give results description concerning \( C_1 \) to \( C_6 \). \( C_5 \) and \( C_6 \) are guaranteed to have the highest responsibility (0.3) in such states, since they are found in all states, because they are singletons. For sensor and actuators failures, we are facing disjunctive scenario, which means that either \( C_1 \) or \( C_2 \) can be a cause of the absence of sensors failure. It is the same
case for actuators failure with C3 and C4. In all states, C2 (all sensors are working) and C4 (all actuators are working) are found to be the actual causes of the absence of both, sensors and actuators failures. Thus, they have absolutely more responsibility than the two other causes in such states: C1 (input processor not Ok) and C3 (output processor not OK), respectively.

6. Related Works

The original algorithm for counterexample generation was proposed by Clarke et al. [14] and was implemented in most symbolic model checkers. This algorithm of generating linear counterexamples for a fragment of ACTL (ACTL\(\cap\)LTL) was later extended to handle arbitrary ACTL properties [15] using the notion of tree-like counterexamples. Since then, many works have addressed this issue in conventional model checking [10, 18, 32, 36 and 37].

However, the counterexample generated does not indicate where the failure really exists. Therefore, counterexamples analysis is inevitable. In conventional model checking, many works have proposed techniques for discovering error causes from counterexamples, hence presenting them to the user in a comprehensive way. Most of these works range in the software model checking and programs debugging, especially C programs, in the aim to find bugs in the source code [9, 19, 20 and 40]. Based on Lewis counterfactual theory of causality [30] and distance metrics, Groce et al. in [20] have proposed semi-automated approach for isolating errors in ANSI C programs by considering the alternative worlds as programs executions and the events as propositions about those executions. Unlike the previous work that requires multiple executions, the work [38] introduced a technique performed on a single concrete execution path using the weakest pre condition algorithm. While all of these works addressed safety properties, some of them attempted to explain errors for liveness properties, which involves more computational complexity [28].

For counterexample generation in probabilistic model checking (PMC), many approaches have been proposed. In [1,2], Aljazzar et al. introduced an approach for counterexample generation for DTMC and CTMC against timed reachability properties using heuristics guided and directed explicit state space search. In complementary work [3], with the intuition that single scheduler makes an MDP as DTMC, they proposed an approach for counterexample generation for MDPs using existing methods for DTMC. They introduced more complete work in [4] for generating counterexample for DTMC and CTMS as what they refer to as diagnostic sub-graphs. Based on all the previous works, they built an open source tool, DiPro [5], for generating counterexamples for DTMC, CTMC and MDPs. This tool can be used with the probabilistic model checkers PRISM and MRMC and renders the counterexamples graphically. Similar to the previous works, Han et al. have proposed the notion of the smallest most indicative counterexample that reduces to the problem of finding K shortest paths [22, 23]. Instead of generating path-based counterexamples, Wimmer et al. have proposed a novel approach based on critical subsystems [39]. Following this work, the authors in [34] proposed the COMICS tool for generating the critical subsystems that induce the counterexamples. In [6], the authors proposed an approach for finding sets of evidences for bounded probabilistic LTL properties on Markov Decision Processes (MDP) that behave differently from each other giving significant diagnostic information. More special cases are treated in [25, 33 and 35].

Several works have used the definition of causality in the context of model checking. We found that the one most closely related to our work is that of [11, 12]. They used the definition of causality for explaining LTL counterexample [11]. Unlike addressing the question in [11], what causes a system to falsify a specification? In the context of coverage [12], the question addressed was: what causes a system to satisfy a specification? In this aim, they adapt the definition of causality and its quantitative measure, responsibility [13]. The definition of causality has also been used by [29]. They adapt the definition of causality to event orders for generating fault trees from probabilistic counterexamples. They extended their approach by introducing the notion of causality checking, through integrating causality in the model checking algorithm itself [17].
7. Conclusion and Future Works

In this paper, we have shown how the notion of causality can be interpreted in the context of probabilistic counterexamples. Due to the probabilistic nature of the causal model, we had to define for each context its probability. Accordingly, we defined for each cause its responsibility that measures its contribution to the error inherited from the context it is located in. Following that, we introduced an algorithm for diagnoses generation that acts as a guided-method to the most responsible causes in the counterexample. The most responsible cause is considered to be the most relevant to the user. Evidently, our approach does not ignore the previous works of counterexample generation, but instead, it acts as a complementary task. To our knowledge, we are the first who introduce diagnosis approach that acts on counterexamples generated in PMC.

As future works, we aim to show how our method can also perform on counterexamples generated from CTMCs against CSL properties, as well as MDPs models. In this paper, we did not introduce a graphical way for representing the causes and their responsibilities, so as a future work, we aim to build a tool for generating the diagnoses graphically.
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