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ABSTRACT

This study attempts to re-investigate the linkage between stock prices and economic growth in Australia using the cointegration and Granger causality tests. The study covers the quarterly data from 1960:Q1 to 2008:Q4. The cointegration test exhibits that the variables are cointegrated, implying that stock prices and economic growth in Australia are moving together in the long-run. Nevertheless, the TYDL causality test suggests that there is only a unidirectional causality running from stock prices to economic growth. Moreover, the recursive regression-based TYDL causality test affirms that this unidirectional causality is stable over their respective period of analysis. Therefore, the relationship between stock prices and economic growth in Australia is no longer a chicken-and-egg paradox.
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I. INTRODUCTION

The aim of this study is to re-investigate the interaction between stock price and economic growth in Australia within the cointegration and causality framework. The relationship between stock price and economic growth has been an age-old issue in both economics and also finance literatures; nevertheless its causal relationship remains a chicken-and-egg phenomenon. Some empirical evidences showed that stock price is a good indicator to predict future economic growth because a well-developed stock market would effectively mobilize savings to productive investment which in turn lead to economic growth. This is the so-called supply-leading relationship highlighted in Patrick (1966). With respect to this the direction of causality presumably running from stock price to economic growth (e.g., Lee, 1992; Kaplan, 2008; Liu and Sinclair, 2008; Shahbaz et al., 2008). On the contrary, other empirical studies defended the views that economic growth induces stock price to change because economic growth would create demand for stock and other financial instruments, then the stock and financial markets would effectively respond to these changes. Patrick (1966) named this as the demand-leading relationship. For this reason, the direction of causality is expected to flow from economic growth to stock price (e.g., Know and Shin, 1999; Gjerde and Saettem, 1999).

Obviously, the causality direction between stock price and economic growth remains yet an unresolved conundrum. In view of policy implication, Georges (2001) noted that the stock market development played a significant role in policy transmission mechanisms. Therefore, knowledge of the linkage between stock price and economic growth is necessary for investors and also decision makers to formulate a proper investment and economics management strategy.

As far as Australia is concerned, empirical study on the relationship between stock price and economic growth is quite scarce and their finding also failed to reach unanimous consensus. A summary of the earlier studies on the relationship between stock price and economic growth in Australia is delineated in Table 1. As presented in Table 1, Lamberton (1958) found that over half a century the stock price and economic growth in Australia is positively correlated. Next, Tuncer and Alövsat (2000) used the time series data from 1981 to 1998 to assess the causal relationship between stock price and economic growth for 20 economies. In the case of Australia, they found that stock price and economic growth are not Granger-causes each other. In other words, the causal relationship between stock price and economic growth in Australia is neutral. On the contrary, Shan et al. (2001) attempted to re-investigate the causal relationship between stock price and economic growth in Australia using the modified Wald (MWALD) causality test advocated by Toda and Yamamoto (1995). The study covered the quarterly sample from 1976:Q3 to 1998:Q3. Contrary with the finding of Tuncer and Alövsat (2000), they discovered a strong bilateral causality between the stock price and economic growth in Australia.

---

1 Extremely, Hu (1993) and Stock and Watson (1998) found that the relationship between stock price and economic growth is neutral.
2 The 20 economies includes the United States of America, Germany, Australia, Austria, Great Britain, Belgium, France, South Africa, India, Indonesia, Spain, Sweden, Italy, Canada, Japan, Norway, Pakistan, Turkey, New Zealand, and Greece.
TABLE 1: SUMMARY OF SELECTED EMPIRICAL STUDIES ON THE RELATIONSHIP BETWEEN STOCK MARKET AND ECONOMIC GROWTH IN AUSTRALIA

<table>
<thead>
<tr>
<th>Authors</th>
<th>Research Period</th>
<th>Econometric Methods</th>
<th>Empirical Results</th>
<th>Stock market-economic growth relation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cointegration</td>
<td>Causality</td>
<td>Direction</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lamberton (1958)</td>
<td>1901-1956</td>
<td>–</td>
<td>–</td>
<td>Positive</td>
</tr>
<tr>
<td>Mao and Wu (2007)</td>
<td>1974-2004:</td>
<td>Monthly: Cointegrated</td>
<td>SP ↔ Y 0.243</td>
<td>quarterly: Not Cointegrated</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Monthly: Cointegrated</td>
<td>SP ↔ Y 0.057</td>
<td>quarterly: Not Cointegrated</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Monthly: Cointegrated</td>
<td>SP ↔ Y 0.304</td>
<td>quarterly: Cointegrated</td>
</tr>
</tbody>
</table>

Note: SP and Y denotes stock price and economic growth, respectively. → represents the unidirectional causality. The ↔ and ↔ imply bilateral causality, and no causality, respectively.

As a value added to the earlier studies, Thangavelu and Ang (2004) applied both Johansen and Juselius (1990) multivariate cointegration and Granger causality tests to re-examine the linkages between stock price and economic growth in Australia over the period of 1969:Q1 to 1999:Q4. Their empirical evidence suggested that stock price and economic growth in Australia are not cointegrated. Notwithstanding, they found evidence of a unidirectional causality runs from stock price to economic growth in Australia. Recently, Mao and Wu (2007) re-examined the relationship with different sample period and also frequency of data (i.e., monthly and quarterly). In order to achieve the objective of the study, they employed the Johansen-Juselius cointegration and Granger causality tests to assess the relationship between stock price and economic growth in Australia. Remarkably, the Johansen-Juselius cointegration test results show that the variables are cointegrated regardless to which sample period and data frequency is employed. Therefore, they concluded that stock price and economic growth in Australia are moving together in the
The results of Granger causality test showed that economic growth Granger-causes stock price whenever quarterly data is used. Ironically, the Granger causality evidence for monthly data is inconclusive.

Owing to the ambiguous relationship presented by the previous studies and their attendant policy implications, it is pertinent for this study to re-investigate the linkages between stock price and economic growth in Australia. This study differs from the earlier studies in three novel ways. First, we employ the bounds testing approach to cointegration to examine the presence of a long-run equilibrium relationship between stock price and economic growth in Australia. On the basis of Monte Carlo experiment, Pesaran and Shin (1999) and also Panopoulou and Pittis (2004) claimed that this cointegration approach has superior properties over the conventional cointegration tests (e.g., Engle and Granger, 1987; Johansen and Juselius, 1990). Moreover, it could be applied to test for cointegration even when the variables are purely $I(0)$, purely $I(1)$ or mutually cointegrated.

Second, the earlier studies have utilised asymptotic methods to test for causality which is proven to be low power when the variables are characterized by non-spherical probability distributions and the presence of autoregressive conditional heteroskedasticity (ARCH) problem (see Hacker and Hatemi-J, 2006). Therefore, we use the TYDL causality test (Toda and Yamamoto, 1995; Dolado and Lütkepohl, 1996) and leveraged bootstrap approach to test for causality between stock price and economic growth. As far as our research is concerned, this approach has not been adopted to study the causal relationship between stock price and economic growth. Third, we follow Tang’s (2008a) and Tang and Tan’s (2013) suggestion to incorporate the recursive procedure into the TYDL causality test to examine the stability of the causal relationship between stock price and economic growth. To the best of our knowledge, no author has hitherto demonstrated the stability or persistency of the stock price-growth relationship. Therefore, our study can provide more reliable results and robust contribution to the literature of causal relationship between stock price and economic growth.

The remainder of this paper is structured as follows. Section 2 provides a brief discussion on model specifications, econometric methods and data used in this study. In Section 3, we report our empirical results. Finally, the conclusion of this study will be presented in Section 4.

II. MODEL SPECIFICATION, ECONOMETRIC METHODS AND DATA

A. Model Specification

The interest of this study is to examine the interaction between stock price and economic growth in Australia, hence we estimate the bivariate framework as expressed in equation (1). On the basis of this bivariate framework, many of the published articles on the relationship between stock price and economic growth have utilized the similar bivariate model. Among them are Binswanger (2000), Padhan (2007), Mao and Wu (2007), Kaplan (2008), and Liu and Sinclair (2008).

$$\ln Y_t = \alpha_0 + \alpha_1 \ln SP_t + \epsilon_t$$  \hspace{1cm} (1)
where \( \ln \) denotes the natural logarithm. \( Y \) is the real gross domestic product (GDP) and \( SP \) represent the real stock price. The random error terms \( \epsilon \) are assumed to be spherically distributed and white noise. The economic theories suggest that the expected sign of \( \alpha \) can be either positive or negative.

**B. Econometric Methods**

As all other studies that utilize time series data, it is of utmost important to recognize and discuss the analytical tools used to achieve the objective of a research work. We begin with describing the Pesaran et al. (2001) bounds testing approach to cointegration. Then, we define the Toda and Yamamoto (1995) and Dolado and Lütkepohl (1996) test statistics and the leverage bootstrap critical values to ascertain the causality direction. Ultimately, we describe the recursive regression-based causality test suggested by Tang (2008a) to investigate the stability of causal relationship between stock price and economic growth in Australia. The following sub-section will briefly explain the testing procedure for each analytical tool.

**i. Bounds Testing Approach to Cointegration**

This study adopted the bounds testing approach to cointegration developed by Pesaran et al. (2001) to examine the presence of long-run equilibrium relationship between stock price and economic growth. This cointegration test is estimated within the autoregressive distributed lag (ARDL) framework. Although the primary objective of this study was focused on the causality direction between stock price and economic growth in Australia, the existence of co-movement relationship between the variables is of paramount importance in avoiding spurious regression phenomenon. There are several advantages of using the bounds testing approach to cointegration. First, the ARDL approach can be applied irrespective of whether the independent variables are purely \( I(0) \), purely \( I(1) \) process or mutually cointegrated. Second, this approach does not push the short run dynamic into the residuals term as in the Engle and Granger (1987) residuals-based cointegration test (see Pattichis, 1999). Hence, it is relatively more reliable than the conventional cointegration tests, in particular for study with a finite sample.

In order to account for the long-run equilibrium relationship through the bounds testing approach to cointegration, we estimate the following ARDL equation:

\[
\Delta \ln Y_t = a_0 + a_1 \ln Y_{t-1} + a_2 \ln SP_{t-1} + \sum_{i=1}^{k} b_{i1} \Delta \ln Y_{t-i} + \sum_{j=0}^{k} b_{2j} \Delta \ln SP_{t-j} + \epsilon_t \quad (2)
\]

where \( \Delta \) is the first difference operator and \( k \) is the maximum lag length. The residuals \( \epsilon_t \) are assumed to be white noise, normally and identically distributed. Next, we investigate the existence of a long-run relationship by restricting the lagged level variables \( \ln Y_{t-1} \) and \( \ln SP_{t-1} \) in equation (2). Obviously, this is a joint significance F-test for the null hypothesis of not cointegrated \( (H_0 : a_1 = a_2 = 0) \) versus the alternative hypothesis of cointegrated \( (H_1 : a_1 \neq a_2 \neq 0) \). Pesaran et al. (2001) tabulated two sets of asymptotic bounds critical values.
– upper bounds critical value, \( I_1 \) and lower bounds critical value, \( I_0 \). If the calculated F-statistics for cointegration test is greater than their respective upper bounds critical value, we surmise that the estimated variables are cointegrated. On the contrary, if the calculated F-statistic is less than the lower bounds critical values, then we cannot reject the null hypothesis of no cointegrating relation. Nevertheless, it must be pointed out here that if the calculated F-statistics fall within the upper and lower bounds critical values, the inference would be inconclusive and the degree of integrated must be known before any cointegration conclusion can be drawn (see Pesaran et al., 2001).

ii. Causality Method

Here, we briefly describe the causality method used in this study. We employ the causality method developed by Toda and Yamamoto (1995) and Dolado and Lütkepohl (1996) or more popularly known as TYDL causality test to investigate the causal link between stock price and economic growth within the augmented-VAR system. Zapata and Rambaldi (1997) performed a Monte Carlo experiment and found that both the likelihood ratio test and the Wald test are very sensitive to the specification of the short-run dynamics in error-correction models (ECMs), even in large samples. Prior to ascertain the causal relationship, we have to determine the optimal lags structure \((k)\) accommodated into the VAR model and the maximal order of integration \((d_{max} = 1)\) for the variables in the system. Therefore, the augmented-VAR system in levels can be written as follows:

\[
\begin{bmatrix}
\ln Y_t \\
\ln SP_t \\
\end{bmatrix} = \begin{bmatrix} \beta_1 \\
\beta_2 \\
\end{bmatrix} + \begin{bmatrix} B_{11,1} & B_{12,1} \\
B_{21,1} & B_{22,1} \\
\end{bmatrix} \times \begin{bmatrix}
\ln Y_{t-1} \\
\ln SP_{t-1} \\
\end{bmatrix} + L + \begin{bmatrix} B_{11,k} & B_{12,k} \\
B_{21,k} & B_{22,k} \\
\end{bmatrix} \times \begin{bmatrix}
\ln Y_{t-k} \\
\ln SP_{t-k} \\
\end{bmatrix} + \begin{bmatrix} B_{11,p} & B_{12,p} \\
B_{21,p} & B_{22,p} \\
\end{bmatrix} \times \begin{bmatrix}
\ln Y_{t-p} \\
\ln SP_{t-p} \\
\end{bmatrix} + \begin{bmatrix} \xi_{1t} \\
\xi_{2t} \\
\end{bmatrix}
\]

where \( \ln \) denotes as natural logarithm. The lags’ order of \( p \) represents the \((k + 1)\) and \( k \) is the optimal lags’ order of the VAR system. The residuals \((\xi_{1t}, \xi_{2t})\) are assumed to be white noise, normally and identically distributed. In equation (3), \( B_{12,k} \neq 0 \ \forall \ k \) implies that \( \ln SP \) Granger-causes \( \ln Y \), whereas \( \ln Y \) Granger-causes \( \ln SP \) if \( B_{21,k} \neq 0 \ \forall \ k \).

Ironically, Shukur and Mantalos (2000) stated that the TYDL causality test may be biased in analysis with small and medium sample size. Hacker and Hatemi-J (2006) conducted a Monte Carlo analysis on size distortion properties. They found that the Wald test performed badly when the residuals are not spherically distributed and the ARCH effect exist in the VAR system. In this respect, the leveraged bootstrap approach suggested by Hacker and Hatemi-J (2006) will be used to compute the bootstrap critical values. If the computed TYDL statistic is greater than the simulated bootstrapped critical values, the null hypothesis of non-Granger causality should be rejected. Otherwise, we cannot reject the null hypothesis of non-Granger causality. Due to the extensive discourses done on the leveraged bootstrap approach, the

iii. Recursive Regression-based Causality Test

Apart from the standard causality test explained in above, this study will also employ the recursive regression-based causality test suggested by Tang (2008a) and Tang and Tan (2013) to examine the stability of the causal relationship between stock price and economic growth in Australia. The recursive regression-based TYDL causality test can be described as follows. Initially, the TYDL causality test is estimated for the beginning subsample of \( T \) observations, i.e., with an initial sample size \( T \). After that, a new observation is added into the end of the estimation sample period (i.e. \( T + 1 \)). This relationship is then re-estimated with the Ordinary Least Squares (OLS) estimator. For example, if we start at 10 years, that is, \( T = 40 \) observations, the first TYDL causality test statistic was obtained by using a subsample period from 1960:Q1 to 1969:Q4 (i.e. \( T = 40 \) observations). Then the second test statistic was obtained by using data from 1960:Q1 to 1970:Q1. This recursive regression procedure will continue until the last observation was used to examine the causal relationship. Finally, the generated \( \chi^2 \) - statistics are normalized by the 5 per cent critical values, meaning that if the normalized TYDL statistic is more than unity then the null hypothesis is rejected.

3 The normalized TYDL statistic can be calculated by dividing the TYDL statistics with the 5 per cent critical values. Hence, if the normalized TYDL statistic exceeded unity, meaning that the TYDL statistics is greater than the 5 per cent critical values. On the other hand, the normalized TYDL statistics will be less than unity if the TYDL statistic is lower than the 5 per cent critical values.
iv. Data Source

In this study, we used quarterly data from the period 1960:Q1 to 2008:Q4. The quarterly data for Australia were extracted from *International Financial Statistics* (IFS), published by the International Monetary Fund (IMF). The variables employed in this study consist of stock price index (2000 = 100) and Gross Domestic Product (GDP). The GDP deflator (2000 = 100) was used to transform the series into the real term.

III. EMPIRICAL RESULTS

A. Unit Root Test Results

It is well established in the econometric literature that it is essential to determine the degree of integration for each series to avoid the spurious regression problem (Granger and Newbold, 1974; Phillips, 1986) and the validity of bounds test to cointegration. Although the bounds testing approach to cointegration does not require a pre-testing of the degree of integration, it is important to ensure that the variables under consideration are not integrated at an order higher than one and the dependent variable in the ARDL equation is an \( I(1) \) process variable. This is because the critical values tabulated in Pesaran et al. (2001) are no longer valid if the ARDL equation included the \( I(2) \) variables. For this reason, we applied the Augmented Dickey-Fuller (ADF, 1979, 1981) and Phillips-Perron (PP, 1988) unit root tests to assess the degree of integration of the variables under investigation \( \left[ \ln Y_t, \ln SP_t \right] \).

<table>
<thead>
<tr>
<th>Variables</th>
<th>ADF</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln Y_t )</td>
<td>-2.941 (9)</td>
<td>-2.218 (6)</td>
</tr>
<tr>
<td>( \Delta \ln Y_t )</td>
<td>-4.423 (8)**</td>
<td>-14.580 (4)**</td>
</tr>
<tr>
<td>( \ln SP_t )</td>
<td>-2.215 (3)</td>
<td>-1.785 (5)</td>
</tr>
<tr>
<td>( \Delta \ln SP_t )</td>
<td>-11.265 (0)**</td>
<td>-11.352 (3)**</td>
</tr>
</tbody>
</table>

Note: The asterisk *** denotes the significance level at the 1 per cent. ADF and PP refer to Augmented Dickey-Fuller and Phillips-Perron unit root tests. The optimal lag length of ADF test is selected using the AIC while the bandwidth for PP test is selected using the Newey-West Bartlett kernel. Figure in parentheses denotes the optimal lag length and bandwidth. The critical values for ADF and PP tests are obtained from MacKinnon (1996).

Source: Author’s calculation

Interestingly, both the ADF and PP unit root test results reported in Table 2 indicate that all the estimated series are integrated of order one, \( I(1) \) process. These results corroborate with the findings of Nelson and Plosser (1982) that most of the macroeconomics variables are non-stationary at level, but are stationary after first differencing.
With this evidence, we can proceed to investigate the presence of a potential long-run equilibrium relationship between stock price and economic growth in Australia via the bounds testing approach to cointegration.

B. Cointegration Test Results

The initial step in applying the bounds testing approach to cointegration is to determine the optimal combination of lag order for each variable in the ARDL equation. According to Enders (2004), maximum lags order of 3 years or 12 quarters are relatively long to capture the dynamic behavior in a time series analysis. In this context, we begin at 12 lags order and used the Akaike’s Information Criterion (AIC) to select an optimal combination lag order. The AIC statistics reveal that ARDL (8, 4) is the best combination. Then, the calculated F-statistic for cointegration together with the critical values and a battery of diagnostic tests on the final ARDL model are reported in Table 3.

### TABLE 3: THE RESULTS OF BOUNDS TEST FOR COINTEGRATION

<table>
<thead>
<tr>
<th>Calculated F-statistic</th>
<th>9.983***</th>
</tr>
</thead>
</table>

**# Critical values (F-test):**

<table>
<thead>
<tr>
<th>Significance Level</th>
<th>Lower $I(0)$</th>
<th>Upper $I(1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 per cent</td>
<td>6.84</td>
<td>7.84</td>
</tr>
<tr>
<td>5 per cent</td>
<td>4.94</td>
<td>5.73</td>
</tr>
<tr>
<td>10 per cent</td>
<td>4.04</td>
<td>4.78</td>
</tr>
</tbody>
</table>

**Conclusion:** Cointegrated

Note: The asterisk *** denotes significance level at the 1 per cent. # Case III: Unrestricted intercept and no trend (k = 1) critical values are obtained from Pesaran et al. (2001).

R-squared: 0.280; Adjusted R-squared: 0.217; F-Statistic: 4.444 (0.000); Jarque-Bera: 3.392 (0.183); Ramsey RESET [1]: 1.447 (0.229); Breusch-Godfrey LM test [1]: 0.102 (0.749), [2]: 0.775 (0.679); ARCH test [1]: 1.775 (0.183), [2]: 3.588 (0.166).

[ ] refer to the diagnostics tests order; ( ) refer to the p-values.

Source: Author’s calculation

The Ramsey RESET test failed to reject the null hypothesis of no specification error implying that the model is correctly specified. The Breusch-Godfrey LM test demonstrated that the residuals are free from serial correction problem up to order two. Similarly, the autoregressive conditional heteroskedasticity (ARCH) LM test exhibits that the variance of the residuals is constant over time. Moreover, the Jarque-Bera normality test suggests that the residuals are normally distributed. This implied that the standard statistical tests (i.e., R-squares, t-statistics, and F-statistics) are valid.
Nevertheless, the plot of CUSUM of Squares statistics crossed the 5 per cent critical bounds (see Figure 1) implying that the estimated coefficients are not stable over the period of 1975 to 2000. The plausible explanation is the point raised by Narayan and Smyth (2005) that in the first half of 1970s the Australian economy was affected by various external shocks such as world economic shock, a commodity price shock, and the external inflationary pressure. Subsequently, the structural break at the late 1990s and 2000 may be owing to the Asian and Russian economic crises and the slowdown of the United States economy.

Beyond that, for testing the presence of long-run equilibrium relationship between stock price and economic growth, the calculated F-statistic is greater than the 1 per cent upper bounds critical value. Thus, we surmise that stock price and economic growth in Australia are co-move in the long run over the analysis period of 1960 to 2007. This result is parallel with the finding of Mao and Wu (2007), but it is contrary with Thangavelu and Ang (2004) study. Since the variables are cointegrated, we estimate the long-run coefficients with four different long-run estimators to check for robustness of the estimation and also to provide more efficient long-run results. In this study we employ the Ordinary Least Squares (OLS) approach advocated by Engle and Granger (1987), the Fully-Modified OLS (FMOLS) approach suggested by Phillips and Hansen (1990), the Dynamic OLS (DOLS) approach suggested by Stock and Watson (1993), and the Autoregressive Distributed Lag (ARDL) approach suggested by Pesaran and Shin (1999). The estimated long-run coefficients are presented in Table 4.

Interestingly, the four estimators provide similar results for the long-run coefficients of stock price and thus affirming that the estimated results are robust. The sign of the long-run coefficient, lnSP, is positive and statistically significant at the 5 per cent level. In addition, the long-run coefficient for stock price ranges from 0.57 to 0.88. This implies that a 1 per cent increase in stock price is likely to increase real GDP for Australia’s by less than 1 per cent (i.e., inelastic positive relationship). This result is corroborated with the findings of Lamberton (1958), Fama (1981), and Mao and Wu (2007).
Table 4: The Results of Long-Run Elasticities

<table>
<thead>
<tr>
<th>No.</th>
<th>Cointegrating estimators</th>
<th>Cointegrating vector</th>
<th>Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Engle and Granger (1987) – OLS</td>
<td>0.573***</td>
<td>9.101***</td>
</tr>
<tr>
<td>2.</td>
<td>Phillips and Hansen (1990) – FMOLS</td>
<td>0.647**</td>
<td>8.797***</td>
</tr>
</tbody>
</table>

Note: The asterisks *** and ** denotes the significant level at the 1 and 5 per cent levels, respectively. (1) OLS – Ordinary Least Squares; (2) FMOLS – Fully Modified OLS; (3) DOLS – Dynamic OLS; (4) ARDL – Autoregressive Distributed Lag.
Source: Author’s calculation

C. TYDL Causality Test Results

The presence of cointegrating relations between stock price and economic growth implied that there must be Granger-causality in at least one direction, but cointegration doesn’t indicate the direction of causation (Tang, 2008b). The application of TYDL causality test requires information about the lag order (k) and maximum order of integration (d_max) for each variable in the VAR system. In the present study, the optimal lag order was determined by using AIC. The AIC statistic chose k = 5 as the optimal lag order, hence we estimated an augmented-VAR(k+1) model and then calibrated the TYDL test statistics to ascertain the causality direction.

Table 5: The Results of Causality Tests (TYDL)

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Estimated TYDL tests</th>
<th>Leveraged bootstrap critical values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 per cent</td>
</tr>
<tr>
<td>lnSP_t → lnY_t</td>
<td>28.130***</td>
<td>15.697</td>
</tr>
<tr>
<td>lnY_t → lnSP_t</td>
<td>2.858</td>
<td>14.352</td>
</tr>
</tbody>
</table>

Note: The asterisk *** denotes statistically significance at the 1 per cent level. The GAUSS codes were used to perform causality test and compute the leveraged bootstrap critical values.
Source: Author’s calculation

The TYDL statistics together with the leveraged bootstrap critical values are reported in Table 5. The causality test results clearly indicate that the null hypothesis of stock price does not Granger-cause economic growth is rejected at the 1 per cent significance level. At the same time, the null hypothesis of economic growth does not Granger-causes stock price cannot be rejected at the 10 per cent significance level. Therefore, our empirical evidence supports unidirectional causality running from stock price to economic growth in Australia rather than reversal causation.

However, another caveat is that the causal relationship between variables may not be stable due to frequent changes in the global economic and political environments (Tang, 2008a).
In this regards, the TYDL causality test using the entire sample period may not reflect such changes. To confirm whether the causal relationship between stock price and economic growth in Australia is stable, the recursive regression approach was incorporated into the TYDL causality test at different lag order (i.e., 4, 5, 8, and 12 lags). From the visual inspection of Figure 2, we found that the causal relationship between stock price and economic growth in Australia is relatively stable over the analysis period from 1960 to 2008 regardless of which lag order is used. Specifically, the normalized TYDL statistics are consistently rejected the null hypothesis of stock price does not Granger-causes economic growth, except for the period from 1975 to 1978 (see Figure 2(a)). This is nothing to surprise and it is correlated with the economic shocks suggested by CUSUM of Squares statistics (see Figure 1). On the other hands, the normalized TYDL causality test statistics failed to reject the null hypothesis of economic growth does not Granger-causes stock price over the recursive sample period (see Figure 2(b)). Based on the time-varying causality test results, we affirmed that there is a stable unidirectional causality running from stock price to economic growth. This implies that stock market development is always the best indicator or yardstick for future economic growth in Australia. Ironically, our finding also shows that the movement in stock price is not strongly determined by economic growth. This implication may be attributed to the reason that investors are sensitive and overreact to news or even rumors, hence stock market may not be driven by economic growth (Mookerjee and Yu, 1999). Ultimately, the finding of this study gained little evidence that the causal relationship between stock market and economic growth in Australia is not a chicken-and-egg paradox as there is a strong and stable unidirectional causality running from stock price to economic growth.

IV. CONCLUSION

In this paper we re-investigate the stock market development and economic growth nexus for the Australian economy through the bounds testing approach to cointegration and TYDL causality test. In addition to that, we also test the stability of the causal relationship between stock market and economic growth by using the recursive regression-based causality approach. The bounds testing approach to cointegration shows that stock price and economic growth are cointegrated in Australia. This implies that stock price and economic growth have a long-run equilibrium relationship, even though deviations from the steady state may exist in the short run. Turning to the causality test, this study used the leveraged bootstrap approach to TYDL causality and found strong evidence of unidirectional causality running from stock price to economic growth in Australia; however there is no evidence of reverse causality. Additionally, the recursive regression-based causality test suggests that the causal relationship between stock price and economic growth is stable over the analysis period as the causality inferences are consistent over time.

4 Thornton and Batten (1985) argued that causality results are sensitive to the lag length selected for causality test.
Given these unidirectional causality results, we may conclude that the causal relationship between stock market and economic growth in Australia is no longer a chicken-and-egg phenomenon. As a result, this study attempts to suggest that policymakers may use the stock price as a leading indicator to predict the future economic growth in Australia as the causality tests showed that stock price is consistently Granger-causes economic growth. On the contrary, the findings of this study may also indicate that any negative shocks in the stock market may imply some signals of economic turbulence ahead. For equity investment purposes, investors should not solely depend on the economic environment to judge the future stock market performance, as economic growth in Australia may be not a significant element to influence the stock market development. Therefore, investors are advised to employ fundamental and technical charting analyses on individuals stock or industry in helping them to optimise the rate of return from an investment.

Figure 2: The results of time-varying causality test

(a) $H_0 : \ln SP_t \rightarrow \ln Y_t$
The above are the time-varying causality tests for the null hypothesis of (a) Stock price does not Granger causes economic growth and (b) Economic growth does not Granger causes stock price. \( \rightarrow \) denotes non-Granger causes. The notation (a), (b), (c), and (d) denote the lag orders of 4, 5, 8, and 12 in the VAR system. The asterisk * indicate the optimal lag order selected by AIC.

Source: Author’s calculation
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