ABSTRACT

This paper presents a model system to predict the time allocation in commuters’ daily activity-travel pattern. The departure time and the arrival time are estimated with Ordered Probit model and Support Vector Regression is introduced for travel time and activity duration prediction. Applied in a real-world time allocation prediction experiment, the model system shows a satisfactory level of prediction accuracy. This study provides useful insights into commuters’ activity-travel time allocation decision by identifying the important influences, and the results are readily applied to a wide range of transportation practice, such as travel information system, by providing reliable forecast for variations in travel demand over time. By introducing the Support Vector Regression, it also makes a methodological contribution in enhancing prediction accuracy of travel time and activity duration prediction.
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1. INTRODUCTION

An individual’s daily activity-travel schedule is an important determinant of the temporal pattern of traffic demand. Understanding time allocation behaviour is not only indispensable in the development of full-scale model of daily activity-travel patterns but also crucial in forecasting temporal variation in travel demands and informing time-dependent transportation policies and measures, such as flexible working hours and real-time traveller information system [1, 2].

A daily activity-travel schedule includes all the timing and duration of all the activities and trips in a day. Since individuals have limited time, they need to make joint decisions of the timing and duration of all the trips in a day. However, timing and duration have been largely treated separately in previous literature, such as the report in [3], and many existing studies only considered part of daily activity agenda, like the one reported in [4]. Although the number of studies on daily activity-travel modelling, which covers both timing and duration prediction, has seen considerable increase in recent years, the accuracy of time prediction is determined by the performance of a whole model system, which usually includes activity pattern model and mode choice model besides time allocation model as well. It is argued that an ad hoc time allocation model may enhance the accuracy of timing and duration prediction.

This study is aimed at addressing the above issues by developing a model system to predict the typical daily commute activity-travel schedule, which includes both timing and duration of daily activities and trips. The reason for modelling commute time allocation is that commute trips are one of the major causes of congestion during the peak hours, e.g., according to the travel survey data in Beijing (2005), over 32% of the total trips during peak hours are commute trips [5].

The remainder of this paper is organized as follows. In Section 2 a review on activity-travel time allocation literature in general is presented. The data and the conceptual framework of the model are described in Section 3. This is followed by the model of travel departure time and stop arrival time in Section 4 and the
model of travel time and activity duration in Section 5. Prediction of a commute activity-travel schedule is presented in Section 6. The paper closes with some major conclusions and a discussion of future research directions.

2. EXISTING LITERATURE


Instead of analyzing the activity timing and duration separately, joint analysis can capture the interdependence between timing and duration. Pendyala and Bhat [12] used a joint discrete-continuous model to investigate the relationship between maintenance activity start time and activity duration. Other examples, to name a few, are one report in [13] on work start time and work duration, and another study reported in [14] on relationship between commuting time and work duration, etc. Although these studies estimated timing and duration jointly, they were concerned about only part of the daily activity-travel pattern.

In recent years, several travel demand models have been developed to predict the entire daily activity-travel pattern. For instance, Bowman and Ben-Akiva [6] developed an activity-based travel demand model system, which consisted of daily activity pattern model, time allocation model, and mode choice model. Kitamura et al. [15] presented a sequential simulation approach to model daily activity-travel pattern, which includes the type, duration, location and mode of daily activities and trips. Guo and Bhat [16] constructed a model system to predict both workers’ and non-workers’ activity-travel patterns, including departure time, activity duration, destination and mode choice. Since these travel demand model systems jointly model time decision, mode choice and activity pattern, the accuracy of time prediction is determined by the performance of the whole model system. Therefore, instead of modelling the daily activity pattern, travel mode and time allocation with one model system, a separate daily activity-travel time prediction model is developed in this paper.

3. DATA AND MODELLING FRAMEWORK

3.1 Data

This study employs data from a large-scale daily travel survey conducted in Beijing in 2005 [5]. The sur-
vey area covered 16,410.54 square kilometres (covering all the 18 districts of Beijing), and the residing population of the study was about 11.8 million of people. The survey sampled approximately 1.17% of the residing population. In addition to weekday OD information, it also collected information regarding household (size, car ownership, home location, monthly income and mobility), individuals (age, gender, occupation and driving license) and trips (departure time, arrival time, purpose, mode sequence, and transit path, etc.). With observations with missing values eliminated, the final sample consists of 202,883 trip records of 138,480 commuters from 54,398 households.

Table 1 presents all the socio-demographic and trip characteristic variables in the model, which have proven to be important influences in time allocation decisions in previous studies [3, 7, 17].

3.2 Analysis of the commute activity-travel agenda

In general, the daily commute activity-travel pattern (shown in Figure 1) is characterized by five different (sub-)patterns:

a) Before-work pattern, which represents the activity-travel undertaken before leaving home to work in the morning;

b) Home-to-work commute pattern, which represents the activity-travel undertaken during the morning commutes;

c) Work-based sub-pattern, which represents the activity-travel undertaken from work during daytime;

d) Work-to-home commute pattern, which represents the activity-travel undertaken during the evening commutes;

e) Post-work pattern, which represents the activity-travel undertaken after arriving home at the end of the evening commute.

There may be more than one tour and also stops in each pattern. However, in order to reduce the complexity of the model, only the first tour in each pattern and only the first stop in the home-to-work / work-to-home commute pattern are modelled in this paper.

As shown in Figure 2 the key time and duration values in daily activity-travel pattern include:

1) Travel departure time: departure time of before-work tour (TD_before), departure time of home-to-work commute trip (TD_home-work), departure time of work-based sub-tour (TD_work-based), departure time of work-to-home commute trip (TD_work-home), and departure time of post-work tour (TD_post).

2) Stop arrival time: arrival time of home-to-work first stop (SA_home-work) and that of work-to-home first stop (SA_work-home).

![Figure 1 - Diagrammatic representation of commuters’ daily activity-travel pattern](image1)

![Figure 2 - Key time and duration values in daily activity-travel pattern](image2)

![Figure 3 - Commuters’ daily schedule modelling framework](image3)
Table 2 - Alternatives in the departure time and start time choice models

<table>
<thead>
<tr>
<th>Model</th>
<th>Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel departure time choice models</td>
<td></td>
</tr>
<tr>
<td>TDbefore</td>
<td>[3:00,6:00]</td>
</tr>
<tr>
<td>TDhome-work</td>
<td>[4:00,6:00]</td>
</tr>
<tr>
<td>TDwork-based</td>
<td>[9:00,11:00]</td>
</tr>
<tr>
<td>TDwork-home</td>
<td>[12:00,16:00]</td>
</tr>
<tr>
<td>TDpost</td>
<td>[18:00,19:00]</td>
</tr>
<tr>
<td>Stop arrival time choice models</td>
<td></td>
</tr>
<tr>
<td>SAhome-work</td>
<td>[5:00,7:00]</td>
</tr>
<tr>
<td>SAwork-home</td>
<td>[13:00,16:30]</td>
</tr>
</tbody>
</table>

(3) Travel time: before-work travel time (TTbefore), home-to-work travel time (TThome-work), travel time of work-based sub-trip (TTwork-based), work-to-home travel time (TTwork-home), and post-work travel time (TTpost).

(4) Activity duration: before-work activity duration (ADbefore), home-to-work stop duration (ADwork-stop), work-to-home stop duration (ADwork-stop), and post-work activity duration (ADpost). The work (school) stay duration is not discussed in this paper, since generally the daily work time and study time is eight hours for most of the workers and students in China.

Then, the modelling framework is set up, which is composed of four categories of models as shown in Figure 3.

4. TRAVEL DEPARTURE TIME AND STOP ARRIVAL TIME MODELLING

4.1 Alternatives in the models

In order to model the travel departure time and stop arrival time, the continuous time was divided into discrete time intervals. These alternative time intervals are chosen by analyzing the distributions of travel departure times and stop arrival times based on the survey data. Moreover, in order to analyze and predict the pattern of time allocation in the peak periods, two specific alternatives were set, in the morning peak hours (6:00 am - 9:00 am) and two alternatives in the evening peak hours (16:00 pm - 19:00 pm) for TDhome-work and TDwork-home model, respectively. Table 2 shows the alternatives for five departure time choice models and two arrival time choice models.

4.2 Ordered Probit model

As shown in Table 2, the alternatives in travel departure time and stop arrival time choice models are ordered time periods. Since MNL model, which is commonly used in discrete choice modelling, would fail to account for the ordinal nature of the dependent variable and have the problem of IIA (Independence from irrelevant alternatives) [18], this study will employ Ordered multiple choice model for departure time and arrival time modelling.

The Ordered multiple choice model assumes the relationship:

\[ \sum_{j=1}^{J} P_h(j) = F(a_j \cdot \beta_j X_n, \theta), j = 1, \ldots, J \cdot 1 \]  

(1)

and

\[ P_h(J) = 1 - \sum_{j=1}^{J} P_h(j) \]  

(2)

where \( P_h(j) \) is the probability that alternative \( j \) is chosen as departure time of trip \( n (n = 1, \ldots, N) \), \( a_j \) is an alternative specific constant, \( X_n \) is a vector of the attributes of trip \( n \), \( \beta_j \) is a vector of estimable coefficients, and \( \theta \) is a parameter that controls the shape of probability distribution \( F \). Therefore, \( F \) can have various shapes of distribution based on different value of \( \theta \).

The Ordered Probit model, which assumes standard normal distribution for \( F \) is the most commonly used Ordered multiple choice model [19]. The Ordered Probit model has the following form:

\[ P_h(1) = \Phi(a_1 \cdot \beta_1 X_n) \]
\[ P_h(j) = \Phi(a_j \cdot \beta_j X_n) \cdot \Phi(a_{j-1} \cdot \beta_j X_n), j = 2, \ldots, J \cdot 1 \]
\[ P_h(J) = 1 - \sum_{j=1}^{J} P_h(j) \]  

(3)

where \( P_h(j) \) is the cumulative standard normal distribution function. For all the probabilities to be positive, we must have \( a_1 < a_2 < \ldots < a_{J-1} \).

4.3 Estimation results

By using oprobit() function in Stata [20], both the travel departure time and the stop arrival time choice models are estimated and the results are shown in Table 3.

The results indicate that the older the commuter, the earlier the departure time of before-work trip, while old people tend to depart later for both home-to-work and work-to-home commute trips. Moreover, older commuters are also found to make home-to-work first stop later than younger commuters. Gender
Table 3 - Estimation results of the departure time and arrival time choice models

<table>
<thead>
<tr>
<th>Variables</th>
<th>Travel departure time choice models</th>
<th>Stop arrival time choice models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TD_{before}</td>
<td>TD_{home-work}</td>
</tr>
<tr>
<td>Gender</td>
<td>0.17</td>
<td>1.62</td>
</tr>
<tr>
<td>Age</td>
<td>-0.03</td>
<td>-5.43</td>
</tr>
<tr>
<td>Occupation</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Income</td>
<td>0.00</td>
<td>-</td>
</tr>
<tr>
<td>Mode</td>
<td>0.16</td>
<td>1.95</td>
</tr>
<tr>
<td>Distance</td>
<td>0.13</td>
<td>-2.36</td>
</tr>
<tr>
<td>Trip purpose</td>
<td>0.34</td>
<td>-3.58</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>-3.31</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>-1.30</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>0.09</td>
<td>-</td>
</tr>
<tr>
<td>P value</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>N</td>
<td>517</td>
<td>18,615</td>
</tr>
<tr>
<td>Hit ratio (%)</td>
<td>60.54</td>
<td>64.52</td>
</tr>
</tbody>
</table>

\(^{1}\) All the "-" in this table denote that the independent variable is insignificant in the model.

Affects the decisions of all the daily travel departure times and stop arrival times except stop arrival time of work-to-home pattern. Compared with women, men tend to depart later for work-to-home commute trip and post-work evening trip, while earlier for the other four types of trips (stops). In addition, the travel departure times and stop arrival times get later for commuters with higher income, except before-work departure time, which moves up with the increase in commuters’ income. According to the survey data, people with higher income are older in general, and older people are more likely to leave home earlier for before-work morning activities, e.g., morning exercise. On the contrary, people with higher income are more flexible in terms of working schedule than those with lower income, which makes them have the luxury of leaving home for work later.

As for the trip-related independent variables, travel distance is proven to be significant for all the models except SA_{home-work} model. For before-work morning trip and home-to-work commute trip, the longer the travel distance, the earlier the commuter leaves home. On the contrary, the longer the distance, the later the work-based travel departure time, work-to-home travel departure time, post-work travel departure time and stop arrival time of work-to-home pattern are. In addition, mode does not affect the decision on stop arrival time, but has impact on choice of travel departure time. The reason is that it is mainly the activity of the stop which leads to the stop that decides the stop arrival time, while it is not only the activity but also the travel time that affects the travel departure time. Furthermore, since the mode has influence on travel time, then it has impact on travel departure time.

The results also show that the higher the speed of the mode, the later the before-work travel departure and work-to-home travel departure times are; while the higher the speed, the earlier the home-to-work travel departure time, work-based travel departure time and post-work travel departure times are.

5. TRAVEL TIME AND ACTIVITY DURATION MODELLING

5.1 SVR model

As one of the Support Vector Machines (SVM)-machine learning methods analyzing data and recognizing patterns, the Support Vector Regression (SVR) is widely applied in building a regression model with continuous dependent variable [21, 22]. We made the first effort of introducing SVR in estimating the travel time and activity duration.

Given a set of input-output data pairs \((x_i, y_i), (x_2, y_2), \ldots, (x_N, y_N)\) \((x_i \in X \subseteq R^m, y_i \in Y \subseteq R^n, i \in \text{the number of training samples})\), that are randomly and independently generated from an unknown function, SVM estimates the function using the following Equation [23]:

\[
f(x) = w \cdot \Phi(x) + b\]

where \(\Phi(x)\) represents the high-dimensional feature spaces which are non-linearly mapped from the input space \(x\). Here \(w\) denotes a parameter vector and \(b\) is the threshold [24]. If the domain of output space \(y\) contains continuous real values, the learning problem
then refers to SVR. Otherwise, if the interpretation $y$ only takes category values, i.e., -1 and +1, it denotes Support Vector Classification (SVC) [25].

For SVR, the coefficients $w$ and $b$ in Equation (4) can be estimated by the so-called regularized risk functional:

$$
\text{Min} J = \frac{1}{2} \| w \|^2 + C \cdot R_{\text{emp}}[f]
$$

(5)

The first term $1/2 \| w \|^2$ is called the regularized term which is used as the measurement of function flatness. The second term $R_{\text{emp}}[f]$ is the so-called loss function to measure the empirical error. $C$ is regularization constant to determine the trade-off between the training error and the generalization performance. Here, the $\varepsilon$-insensitive loss function is employed to measure the empirical error:

$$
| y - f(x) | = \max \{ 0, | y - f(x) | - \varepsilon \}
$$

(6)

\begin{figure}[h]
\centering
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\caption{Parameters for Support Vector Regression}
\end{figure}

Equation (6) defines $\varepsilon$ tube (shown in Figure 4). The loss is zero if the predicted value is within the tube. If it is outside the tube, the loss is the magnitude of the difference between the predicted value and the radius $\varepsilon$ of the tube. Both $C$ and $\varepsilon$ are user-determined parameters. Two positive slack variables $\xi$, $\xi^*$ are used to cope with infeasible constraints of the optimization problem. To get the estimation of $w$ and $b$, Equation (5) can be transformed to a primal objective function (7).

$$
\text{Min} J = \frac{1}{2} \| w \|^2 + C \sum_{i=1}^s (\xi_i^* + \xi_i)
$$

(7)

$$
\begin{align*}
\text{s.t.} & \quad y_i \cdot w \cdot \Phi(x_i) + b \leq \varepsilon + \xi_i^* \\
& \quad w \cdot \Phi(x_i) + b \cdot y_i \leq \varepsilon + \xi_i \\
& \quad \xi_i, \xi_i^* \geq 0
\end{align*}
$$

This constrained optimization problem is solved by using the following primal Lagrangian form:

$$
L = \frac{1}{2} \| w \|^2 + C \sum_{i=1}^s (\xi_i^* + \xi_i) + \sum_{i=1}^s (\eta_i \xi_i + \eta_i^* \xi_i^*) - \sum_{i=1}^s \alpha_i \left[ (\varepsilon + \xi_i) \cdot y_i + w \cdot \Phi(x_i) + b \right]
$$

(8)

where $L$ is the Lagrangian, and $\eta_i, \eta_i^*, \alpha_i, \alpha_i^*$ are Lagrange multipliers. Hence the dual variables in Equation (8) have to satisfy the positive constraints.

$$
\eta_i, \eta_i^*, \alpha_i, \alpha_i^* \geq 0
$$

(9)

The above problem can be converted into a dual problem where the task is to optimize the Lagrangian multipliers, $\alpha_i$ and $\alpha_i^*$. The dual problem contains a quadratic objective function of $\alpha_i$ and $\alpha_i^*$ with one linear constraint:

$$
\text{Max} J = \frac{1}{2} \sum_{i,j=1}^s (\alpha_i - \alpha_i^*)(\alpha_j - \alpha_j^*) (\Phi(x_i) \cdot \Phi(x_j)) + \\
\sum_{i=1}^s \alpha_i (y_i + \varepsilon) + \sum_{i=1}^s \alpha_i^* (y_i - \varepsilon)
$$

(10)

$$
\begin{align*}
\sum_{i=1}^s \alpha_i = \sum_{i=1}^s \alpha_i^*
\end{align*}
$$

s.t.

$$
\begin{align*}
0 & \leq \alpha_i \leq C \\
0 & \leq \alpha_i^* \leq C
\end{align*}
$$

(11)

Thus, $f(x) = \sum_{i=1}^s (\alpha_i - \alpha_i^*) \Phi(x_i) \cdot \Phi(x) + b$

(12)

By introducing kernel function $K(x_i, x_j)$, Equation (12) can be rewritten as follows:

$$
f(x) = \sum_{i=1}^s (\alpha_i - \alpha_i^*) K(x_i, x) + b$

(13)

where $K(x_i, x_j)$ is the so-called kernel function which is equal to the inner product of two vectors $x_i$ and $x_j$ in the feature space $\Phi(x_i)$ and $\Phi(x_j)$, that is $K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j)$.

Without having to compute map $\Phi(x)$, the kernel function is proven to simplify the use of mapping. Some popular kernel functions are the linear kernel, polynomial kernel and the radial-basis function (RBF) kernel. Using different kernel functions, one can construct different learning machines with arbitrary types of decision surfaces. In general, the RBF kernel, as a non-linear kernel function, is a reasonable first choice [26, 27]. Thus, the RBF kernel is chosen in this work:

$$
K(x_i, x_j) = \exp \left( \frac{\| x_i - x_j \|^2}{2\sigma^2} \right)
$$

(14)

where $\sigma$ is a parameter which determines the area of influence this support vector has over the data space.

As user-determined parameters in the SVR model and the RBF kernel, $C$, $\varepsilon$ and $\sigma$ have to be defined before model estimation. To reduce the search space, referring to previous literature using SVM [28, 29], it is recommended to use the constraints of the three parameters which attribute respectively to the range $C \in [2^{-5}, 2^5]$, $\varepsilon \in [2^{-13}, 2^{-1}]$, and $\sigma \in [0, 2]$. Then the
optimal values of these three parameters are calculated by employing exhaustive search method. The values with which the minimum RRMSE of the model is generated are taken as the optimal values. RRMSE (Relative Root Mean Square Error) is a statistic for examining the goodness-of-fit of a model. It is calculated by

$$RRMSE(\hat{\theta}) = \sqrt{\frac{1}{n} \sum_{j=1}^{n} \left( \frac{\hat{\theta} - \theta}{\theta} \right)^2}.$$ 

5.2 Comparing SVR and Hazard model

Instead of applying the Hazard model [30], which is often used in duration modelling, this paper introduces SVR and compares the performances of these two methods in TT<sub>home-work</sub>, TT<sub>work-home</sub> and AD<sub>before</sub>&AD<sub>post</sub> model. By using streg() function in Stata and the SVM Toolbox for Matlab respectively, both the Hazard and SVR models are estimated [20, 31, 32]. The prediction accuracies of TT<sub>home-work</sub>, TT<sub>work-home</sub> and AD<sub>before</sub>&AD<sub>post</sub> models are shown in Table 4. As mentioned above, the lower value of RRMSE represents the higher goodness-of-fit of the model [33]. Since all the RRMSE values of the three SVR models are accordingly lower than that of the Hazard models, SVR is chosen to be employed in the travel time and activity duration modelling.

5.3 Estimation results

Besides TT<sub>home-work</sub>, TT<sub>work-home</sub> and AD<sub>before</sub>&AD<sub>post</sub> model, the estimation results of the other five travel time and activity duration prediction models are shown in Table 4. RRMSE indicates that the forecast accuracies of all the models are acceptable, with that of AD<sub>work-based</sub> model and AD<sub>before</sub>&AD<sub>post</sub> model being lower than the others. The travel distance is an important factor in both travel time and activity duration decisions, as it has significant impact on all the dependent variables. Travel mode, a proxy of travel speed, has influence on all the dependent variables except travel time of work-based sub-trip as well as activity duration of before-work&post-work trips. One possible reason is that most of the work-based sub-trip and before-work&post-work trips are short-distance trips, and 55.40% of them are made by walking. This results in the insignificant effect of traffic mode on travel time and activity duration. Moreover, the results show that the departure time has impact on the travel time of one morning and evening commute trip with one stop respectively, two work-based sub-tours, a before-work tour and two post-work tours. To examine the developed model system, only the first work-based sub-tour and post-work tour will be considered. According to the basic travel information of this respondent (shown in Table 5), his real daily commute schedule can be mapped in Figure 5. In comparison, his predicted daily commute activity-travel schedule is reported in Table 5 and Figure 6.

The results indicate that the typical daily commute schedule can be predicted by the model system developed in this paper with high accuracy. The maximum error for travel time and activity duration prediction in the above example is 4.69 minutes and 13.74 minutes, while the minimum error is 0.27 and 0.03, respectively. Furthermore, the hit ratio of the travel departure time and stop arrival time choice models is 57%. This indicates that there are some limitations with the Ordered Probit model, which will be detailed later. As for two of the models that produced wrong predictions, i.e., TD<sub>work-home</sub> and SA<sub>work-home</sub>, the forecasted time ranges are all later than the observed value of our sample data. One potential reason may be that this commuter did not choose a common schedule for work-to-home commute trip as well as the stop during this trip, i.e., these two time points are a little earlier than the regular times, which are commonly after 16:30 p.m. according to the survey data.

The results also reveal that the prediction accuracies of SVR models are higher than those of the Ordered Probit models. The main reason is that we divided the natural continuous departure and arrival time into several discrete time intervals, and the number of alternative time intervals is heuristically determined. More alternatives would potentially increase the prediction accuracy, but significantly increase the complexity of the model.

6. PREDICTION OF THE COMMUTE ACTIVITY-TRAVEL AGENDA

The model system developed can be directly applied to predict daily commute activity-travel schedule.

Here is an example: the first member in the family with ID number 0101040**** in our sample, is a 35-year old blue-collar worker, who earns 1501-2500 RMB every month. He had a typical commute activity-travel pattern on the survey day, which is composed of one morning and evening commute trip with one stop respectively, two work-based sub-tours, a before-work tour and two post-work tours. To examine the developed model system, only the first work-based sub-tour and post-work tour will be considered. According to the basic travel information of this respondent (shown in Table 5), his real daily commute schedule can be mapped in Figure 5. In comparison, his predicted daily commute activity-travel schedule is reported in Table 5 and Figure 6.

The results indicate that the typical daily commute schedule can be predicted by the model system developed in this paper with high accuracy. The maximum error for travel time and activity duration prediction in the above example is 4.69 minutes and 13.74 minutes, while the minimum error is 0.27 and 0.03, respectively. Furthermore, the hit ratio of the travel departure time and stop arrival time choice models is 57%. This indicates that there are some limitations with the Ordered Probit model, which will be detailed later. As for two of the models that produced wrong predictions, i.e., TD<sub>work-home</sub> and SA<sub>work-home</sub>, the forecasted time ranges are all later than the observed value of our sample data. One potential reason may be that this commuter did not choose a common schedule for work-to-home commute trip as well as the stop during this trip, i.e., these two time points are a little earlier than the regular times, which are commonly after 16:30 p.m. according to the survey data.

The results also reveal that the prediction accuracies of SVR models are higher than those of the Ordered Probit models. The main reason is that we divided the natural continuous departure and arrival time into several discrete time intervals, and the number of alternative time intervals is heuristically determined. More alternatives would potentially increase the prediction accuracy, but significantly increase the complexity of the model.

7. CONCLUSION

In this paper, a model system of commuters’ daily activity-travel time allocation has been constructed. The Ordered Probit model is employed for travel departure time and stop arrival time forecast, and Support Vector Regression is used in travel time and activity...
### Table 4 - Estimation results of the travel time and activity duration prediction models

<table>
<thead>
<tr>
<th>Model</th>
<th>Statistics</th>
<th>Variable</th>
<th>Age</th>
<th>Gender</th>
<th>Income</th>
<th>Mode</th>
<th>Occupation</th>
<th>Trip purpose</th>
<th>Departure time</th>
<th>Travel distance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TT before</td>
<td>Observed</td>
<td>Mean</td>
<td>12.52</td>
<td>0.46</td>
<td>30.00</td>
<td>3.00</td>
<td>0.0586</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>12.37</td>
<td>0.20</td>
<td>25.00</td>
<td>2.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVR</td>
<td>Observed</td>
<td>Mean</td>
<td>20.64</td>
<td>1.97</td>
<td>70.00</td>
<td>5.00</td>
<td>0.1341</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>15.26</td>
<td>0.61</td>
<td>46.99</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hazard</td>
<td>Observed</td>
<td>Mean</td>
<td>18.94</td>
<td>1.80</td>
<td>135.00</td>
<td>3.00</td>
<td>0.1424</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>19.38</td>
<td>3.30</td>
<td>201.10</td>
<td>7.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TT home-work</td>
<td>Observed</td>
<td>Mean</td>
<td>15.74</td>
<td>2.39</td>
<td>90.00</td>
<td>2.00</td>
<td>0.1639</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>10.31</td>
<td>0.31</td>
<td>25.81</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVR</td>
<td>Observed</td>
<td>Mean</td>
<td>18.28</td>
<td>1.73</td>
<td>70.00</td>
<td>4.00</td>
<td>0.1421</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>14.17</td>
<td>0.50</td>
<td>27.00</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hazard</td>
<td>Observed</td>
<td>Mean</td>
<td>18.82</td>
<td>1.87</td>
<td>150.00</td>
<td>3.00</td>
<td>0.1631</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>19.50</td>
<td>4.22</td>
<td>245.29</td>
<td>8.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TT work-based</td>
<td>Observed</td>
<td>Mean</td>
<td>15.83</td>
<td>1.10</td>
<td>60.00</td>
<td>3.00</td>
<td>0.1020</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>12.45</td>
<td>0.27</td>
<td>25.96</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AD work-based</td>
<td>Observed</td>
<td>Mean</td>
<td>51.34</td>
<td>10.83</td>
<td>160.00</td>
<td>1.00</td>
<td>0.3893</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>32.78</td>
<td>0.78</td>
<td>48.63</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADhwstop&amp;ADwhstop</td>
<td>Observed</td>
<td>Mean</td>
<td>6.81</td>
<td>0.23</td>
<td>25.00</td>
<td>1.00</td>
<td>0.0518</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>5.11</td>
<td>0.00</td>
<td>6.11</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AD before&amp;ADpost</td>
<td>Observed</td>
<td>Mean</td>
<td>42.30</td>
<td>9.22</td>
<td>145.00</td>
<td>5.00</td>
<td>0.3188</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>35.32</td>
<td>0.91</td>
<td>50.84</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVR</td>
<td>Observed</td>
<td>Mean</td>
<td>44.15</td>
<td>11.07</td>
<td>190.00</td>
<td>1.00</td>
<td>0.3743</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>Predicted</td>
<td>Variance</td>
<td>37.15</td>
<td>0.76</td>
<td>117.34</td>
<td>24.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 It refers to stop arrival time in the ADhwstop&ADwhstop model while representing departure time in other models.
2 An extra category variable is introduced to this model besides variables in Table: 1 for stop duration in home-to-work commute trip and 2 for stop duration in work-to-home commute trip.
3 An extra category variable is employed in this model: 1 for before-work morning trip and 2 for post-work evening trip.
duration modelling. Time allocation of the typical daily commute activity-travel pattern is predicted with the model system.

This work develops a model system that can be used to predict the time allocation decisions of all the activity-travel segments (including stops) in a typical commute day, and it focuses on temporal pattern learning and modelling, which cannot only enhance the model’s prediction accuracy, but also makes it more suitable for analysis of time-related policies. By introducing the Support Vector Regression, it also makes a methodological contribution in enhancing prediction accuracy of the travel time and activity duration prediction. This work also serves as a foundation on which future models of full-scale daily activity-travel pattern can be built.

Study results can be applied to a wide range of Transportation Demand Management (TDM) policies, especially the measures aimed at reducing commute trips, such as flexible working hours. Flexible working hours provide commuters with a wide span of departure time choices. The model system can then be applied to predict the commuters’ travel time based on each departure time alternative. The predicted travel time can be used to indicate the optimal departure time and thus the development of flexible working hour program targeting this departure time. This study is also essential for planning the development and construction of new transportation infrastructure by providing predicted temporal travel demands. Moreover, the temporal travel demand information can be integrated in the traveller information system to help people make better travel decisions.

One limitation of the current study is that the prediction accuracy of the discrete choice model is lower than the continuous model, as it divides the naturally continuous time into artificially defined time periods. To address this problem, we may try to use more continuous models instead of discrete choice models in daily time allocation. For example, we may employ SVR

<table>
<thead>
<tr>
<th>Activity-travel pattern</th>
<th>Basic travel information</th>
<th>Travel departure time and stop arrival time</th>
<th>Travel time</th>
<th>Activity duration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Travel distance (km)</td>
<td>Mode</td>
<td>Trip purpose</td>
<td>Observed value</td>
</tr>
<tr>
<td>Before-work trip</td>
<td>1.00</td>
<td>Walk</td>
<td>Maintenance</td>
<td>6:00 (6:00, 7:30)</td>
</tr>
<tr>
<td>Home-to-work commute trip</td>
<td>1.50</td>
<td>Walk</td>
<td>Work</td>
<td>7:35 (7:30, 9:00)</td>
</tr>
<tr>
<td>Home-to-work stop</td>
<td>0.30</td>
<td>Maintenance</td>
<td>Work</td>
<td>7:49 (8:00, 9:00)</td>
</tr>
<tr>
<td>Work-based sub-tour</td>
<td>0.50</td>
<td>Bus</td>
<td>Work</td>
<td>9:30 (9:00, 11:00)</td>
</tr>
<tr>
<td>Work-to-home commute trip</td>
<td>1.50</td>
<td>Auto</td>
<td>Other</td>
<td>15:47 (16:00, 17:30)</td>
</tr>
<tr>
<td>Work-to-home stop</td>
<td>0.16</td>
<td>-</td>
<td>Maintenance</td>
<td>16:02 (16:30, 18:00)</td>
</tr>
<tr>
<td>Post-work trip</td>
<td>0.20</td>
<td>Bus</td>
<td>Maintenance</td>
<td>18:30 (18:00, 19:00)</td>
</tr>
</tbody>
</table>

1: **"** represents that there is no significant value for the item.

---

Figure 5 - Observed daily commute time allocation

Figure 6 - Predicted daily commute time allocation
to examine how long it will take for a commuter to arrive to the first stop after leaving home for work. Then the stop arrival time of home-to-work trip can be calculated with travel departure time of home-to-work trip + this time interval, instead of being modelled with a discrete choice model directly. By changing the discrete models to continuous models, the prediction accuracy of the daily time allocation model system can increase.
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日通勤时间预测

本文建立了通勤者日活动-出行时间预测模型系统。应用Ordered Probit模型预测了出发表时刻和到达时刻，应用Support Vector Regression分析了出行时间和活动耗时，将所建模型系统用于实际的出行时间预测实验，结果表明模型可以达到较高的预测精度。另外，通过考察各因素对通勤者的出行-出行时间决策机理，本文还分析了通勤者的日活动-出行时间决策机理。本文的研究可以通过提供可靠的时间分配;通勤;活动;出行;间和活动耗时的预测精度。
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