NEURAL NETWORK BASED ESTIMATION OF RESONANT FREQUENCY OF AN EQUILATERAL TRIANGULAR MICROSTRIP PATCH ANTENNA
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This study proposes an artificial neural network (ANN) model in order to approximate the resonant frequencies of equilateral triangular patch antennas. The neural network structure applied here is trained and tested for both single-layer and double-layer antennas. It is shown upon experiment that the resonant frequencies obtained from the neural network are both more accurate than the calculated frequencies by formula and satisfactorily close to the measured frequencies. Results appear to be promising as per the available literature. This paper also may offer more efficient approach to developing antennas of such nature. While the total absolute error of 7 MHz and the average error of 0.09% are achieved for single-layer antenna, the total absolute and average errors are 49 MHz and 0.07% for the double-layered antenna, respectively.
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1 Introduction

Antennas are one of the most critical elements in wireless communication systems. Researchers today are increasingly paying more attention to the design since an efficient one can provide an efficient wireless system [1, 2]. There are several antenna types, classified according to parameters, such as radiation pattern, gain, and areas of application. Today’s communication systems, which require small antenna size, have given rise to application. Today’s communication systems, which require small antenna size, have given rise to development of microstrip patch antennas, themselves commonly used in mobile phones, wireless communication devices and global positioning systems (GPS) [1].

Microstrip antennas, also referred to as patch antennas, are fabricated as printed circuit boards by etching the metal element to a dielectric substance [1, 2]. A typical microstrip antenna consists of a ground on one side and a radiating patch on the other side of the dielectric substrate. This radiating patch is made of conductive elements, such as gold and copper. Microstrip patch antennas can be designed in several shapes, including triangular, rectangular, and circular. Among these, triangular ones are one of the most popular since they have similar radiation patterns to the rectangular ones but are smaller when compared in terms of physical dimension [1]. Due to the advantage in fabrication, they have received more attention. Aside from this, a narrow bandwidth property is an important disadvantage to cope with since designers experience difficulty determining the resonant frequency accurately. There are various studies performed to achieve accurate results regarding resonant frequencies [1, 2]. These models mostly employ the transmission line model (TLM), method of moments (MOMs), and cavity model analysis [1, 3, 4, 5, 6, 15].

In recent years, artificial neural network (ANN) whose structure is inspired by the human brain has been widely used in several fields as well as applications, such as speech recognition, image processing and function approximation. The strengths that include nonlinearity, adaptivity, and input-output mapping have put the spotlight on ANN [2]. As aforementioned, the most widely used models for determining the resonant frequency are summarized as TLM, MOMs, and cavity models. In addition to this, artificial neural networks have emerged as a useful approach for calculating the resonant frequency [2, 7, 8, 14]. When compared to TLM, MOM and cavity model, ANN model not only provides more accurate results but also is faster.

The studies in [2, 3, 8], which are based on neural network models, have all been restricted to a single-layer antenna structure. Within the scope of the present study, however the antenna structure is extended to double-layer geometry with an air gap at the bottom of the substrate layer. Thus, the resonant frequency of our antenna can be set to different values by adjusting the air-gap thickness. The proposed ANN model calculates the resonant frequency of the equilateral triangular patch antenna both with and without an air-gap layer. Our neural computation results are the lowest error in the literature according to our best knowledge [1, 2].

2 Proposed single and double layer antennas

This study is based on two different antenna geometries: single and double. The former has only a thickness of substrate as used in the model, while the latter is designed to have an air-gap layer in addition to
the substrate layer. The air-gap layer yields to tuneable resonant frequency of antenna. As shown in Fig. 1, a double-layer antenna has two layers of substrate. However, it turns into single-layer antenna when the thickness of the air gap layer $h$ is set to zero. The shape of the patch is an equilateral triangle with a side length of $L$. The substrate permittivity and the permeability are indicated as $\varepsilon_r$ and $\mu_r$, respectively. The thickness of the substrate is assigned as $h_s$.

Figure 1 A double-layer antenna (a) Top view (b) Side view

The permittivity and permeability values of the air gap are denoted as $\varepsilon_a$ and $\mu_a$. For both antennas, a coaxial cable is used for feeding and the conductor patch is the radiating part.

3 Determination of resonant frequency

The importance of calculating the resonant frequencies of the microstrip antennas causes an interest to reduce the error of such calculation. Various methods have been proposed in the literature in order to compute the resonant frequencies efficiently. Any antenna’s resonant frequency is usually calculated via TLM, cavity model, or MOMs [1]. Since the cavity model results presented in [1] are referred to as the most accurate results for the equilateral triangular microstrip patch antennas, our ANN results are also compared with the cavity model in addition to the other models.

3.1 The resonant frequency of an equilateral triangular patch

The resonant frequency $f_r$ of an equilateral triangular microstrip patch is determined by Eq. (1), which is based on cavity model analysis and curve fitting in [1].

$$f_r = \frac{2c \cdot \sqrt{m^2 + m \cdot n + n^2}}{3 \cdot L_{\text{eff}} \cdot \sqrt{\varepsilon_{\text{eff}}}}.$$  \hspace{1cm} (1)

The $m$ and $n$ represent the mode indexes with mode index coefficient $M$, which is given in [5, 9]. $c$ is the speed of light in vacuum. $L_{\text{eff}}$ is the effective side length of the triangular patch and given by Eq. (3). It depends on the effective side length, $r_{\text{eff}}$ of the patch, which is obtained by replacing the triangular patch with a circular one, with a radius $r$ expressed via Eq. (2).

$$r_e = \frac{3L}{2\pi},$$ \hspace{1cm} (2)

where $L$ is the side length of the triangular patch. The fringe field effects occurring around the triangular patch are taken into consideration by such replacement. This replacement is performed in order to place the fringe field effects in computation.

$$L_{\text{eff}} = \frac{2\pi \cdot r_{\text{eff}}}{3},$$ \hspace{1cm} (3)

$r_{\text{eff}}$ is defined by Eq. (4) taken from [1]. As seen from Eq. (4), $r_{\text{eff}}$ is a function of total thickness ($h = h_s + h_a$), side length $L$, mode indexes ($m, n$), and permittivity values.

$$r_{\text{eff}} = r \cdot \left(1 + \frac{2h_s}{\varepsilon_{\text{eff}} \cdot r \cdot \pi} \cdot \ln \left[\frac{r}{M \cdot h_i \cdot (n+3m)}\right] + \frac{1}{2}\right) + \frac{1.14 \varepsilon_{\text{eff}} + 1.77 + \frac{h_s}{r} \left(0.268 \varepsilon_{\text{eff}} + 1.65\right)}{r}. \hspace{1cm} (4)$$

The effective permittivity $\varepsilon_{\text{eq}}$ is another parameter that varies the resonant frequency of the antenna. It is determined by Eq. (5) in [1].

$$\varepsilon_{\text{eff}} = \frac{1}{2} \left(\varepsilon_{\text{eq}} + 1\right) + \frac{1}{2} \left(\varepsilon_{\text{eq}} - 1\right) \left(1 + \frac{12}{W/h_{\text{eq}}}\right)^{\frac{1}{2}}. \hspace{1cm} (5)$$

The equivalent thickness is defined as $h_{\text{eq}} = h_s + (h_a/n^{1.2})$ [1]. For single-layer antennas, $h_a$ is set to zero.

3.2 ANN model approach for determination of resonant frequency

The artificial neural networks have recently been used to calculate the resonant frequency of antennas [2, 7, 8]. There exist many available neural network structures [7]. However, multi-layer perceptron (MLP) is one of the most useful network structures finding applications in several fields because it is both simple and accurate [7].

We used a neural network model to calculate the resonant frequency of equilateral microstrip patch antenna with and without air-gap. The neural network needs only six parameters, $n, m, L, \varepsilon_r, h_s, h_a$ to compute the resonant frequency. Therefore, there is no need for additional calculations of $\varepsilon_{\text{eff}}, r_{\text{eff}}, W, h_{\text{eq}}, L_{\text{eff}}, \varepsilon_{\text{eq}}$. Thus, the neural network approach reduces the computational burden.

It should also be noted that a neural network computation could be more accurate in practice than (1) + (5), as it is based on experimentally measured results, effectively interpolating and/or extrapolating from them. In this work, an MLP feed forward back propagation is
employed as a neural network model shown in Fig. 2. The employed MLP network has 3 layers: an input layer, a hidden layer with a sigmoid activation function, and a linear output layer. As seen from Fig. 2, the neural network is fed by the six parameters of the antenna. The resonant frequency \( f_r \) is considered as an output of the network.

![Figure 2 The proposed multi-layer perceptron network structure](image)

In this work, an MLP feed forward back propagation algorithm is employed as a neural network model shown in Fig. 2. The employed MLP network has 3 layers: an input layer, a hidden layer with a sigmoid activation function, and a linear output layer. As seen from Fig. 2, the neural network is fed by the six parameters of the antenna. The resonant frequency \( f_r \) is considered as an output of the network.

The proposed neural network model approximates the experimentally measured values of resonant frequencies. Those values can be expressed as a function of six antenna parameters by Eq. (6).

\[
f'_r = f(m, n, L, \varepsilon, h_i, h_j).
\]  

Where \( t \) indicates the target and \( i=1,...,N \), and \( N \) is the number of the examples in the training set of the network. In other words, Eq. (6) is the desired value of the network output. When the network is fully trained, the neural network computes the nearly true resonant frequency as its output. This output can be expressed as a function of its inputs and corresponding desired value given by Eq. (7).

\[
f''_r = f(m, n, L, \varepsilon, h_i, h_j, f'_r).
\]

where \( a \) stands for actual. The absolute difference between the values resulting from Eq. (6) and Eq. (7) is a measure of how well the network meets the measured resonant frequency values. Therefore, this difference is used as a performance criterion for the proposed method given by Eq. (8).

\[
\text{error} = |f(m, n, L, \varepsilon, h_i, h_j, f'_r) - f(m, n, L, \varepsilon, h_i, h_j, f''_r)|. \tag{8}
\]

The multilayer perceptron is trained by back propagation algorithm. The objective of the training process is to update the synaptic weight \( w_j(n) \) so that the output \( f''_r \) of the neural network matches the desired data \( f'_r \) as closely as possible. The updated weights are as follows:

\[
w_{ji}(n) = w_{ji}(n - 1) + \Delta w_{ji}(n), \tag{9}
\]

where \( n \) is the iteration number and \( \Delta w_{ji}(n) \) is the adjustment applied to \( w_{ji}(n) \) given by

\[
\Delta w_{ji}(n) = \eta \delta_j(n) y_i(n). \tag{10}
\]

In Eq. (10), \( \eta \) is the learning rate parameter of the algorithm and \( y_i \) is the output of the neuron \( i \). \( \delta_j \) is the local gradient. The computation of local gradient depends on whether \( j \) is an output or a hidden neuron:

\[
\delta_j(n) = \begin{cases} 
\delta_o, & \text{if } j \text{ is output neuron} \\
\delta_h, & \text{if } j \text{ is hidden neuron} \end{cases} \tag{11a}
\]

where \( \delta_o \) and \( \delta_h \) refer to

\[
\delta_o = y_i(1 - y_i)(d_i - y_i),
\]

\[
\delta_h = y_i(1 - y_i) \sum_k \delta_k w_{kj}.
\]

\[ k \text{ of next layer} \]
In Eq. (11a), \( d_i \) and \( y_j \) correspond to the desired value of the network output \( f_{i}^{d} \) and the actual value of the network output \( f_{ij} \), respectively. In Eq. (11b), \( \delta_k \) is local gradient of neuron \( k \) in the next layer and \( w_{ij} \) is the synaptic weight from neuron \( k \) to neuron \( j \).

The study in [14] uses neural network model to estimate the resonant frequencies for a rectangular multilayer antenna with a GaAs substrate. On the other hand, up to this point, the neural network approach has not been used for the calculation of the resonant frequencies of the air-gap loaded triangular double-layer antennas, according to the available literature. Therefore, the proposed neural network model in this paper deals with not only the single-layer, but also the double-layer antennas with an air-gap.

Table 1 The resonant frequencies of an antenna in MHz with \( L=4.1 \) cm, \( \varepsilon_r=10.5, h_a=0.07 \) cm, \( h_c=0 \) cm

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TM10</td>
<td>1519</td>
<td>1519</td>
<td>1501</td>
<td>1526</td>
<td>1498</td>
<td>1494</td>
<td>1490</td>
<td>1494</td>
</tr>
<tr>
<td>TM11</td>
<td>2637</td>
<td>2637</td>
<td>2601</td>
<td>2637</td>
<td>2594</td>
<td>2588</td>
<td>2581</td>
<td>2588</td>
</tr>
<tr>
<td>TM20</td>
<td>2995</td>
<td>2995</td>
<td>3003</td>
<td>2995</td>
<td>2995</td>
<td>2989</td>
<td>2980</td>
<td>2989</td>
</tr>
<tr>
<td>TM21</td>
<td>3973</td>
<td>3973</td>
<td>3972</td>
<td>3973</td>
<td>3962</td>
<td>3954</td>
<td>3942</td>
<td>3954</td>
</tr>
<tr>
<td>TM30</td>
<td>4439</td>
<td>4439</td>
<td>4504</td>
<td>4439</td>
<td>4493</td>
<td>4483</td>
<td>4470</td>
<td>4483</td>
</tr>
</tbody>
</table>

Table 2 The resonant frequencies of an antenna in MHz with \( L=8.7 \) cm, \( \varepsilon_r=2.32, h_a=0.078 \) cm, \( h_c=0 \) cm

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TM10</td>
<td>1489</td>
<td>1489</td>
<td>1489</td>
<td>1478</td>
<td>1500</td>
<td>1480</td>
<td>1493</td>
<td>1480</td>
</tr>
<tr>
<td>TM11</td>
<td>2596</td>
<td>2596</td>
<td>2579</td>
<td>2596</td>
<td>2599</td>
<td>2564</td>
<td>2564</td>
<td>2564</td>
</tr>
<tr>
<td>TM20</td>
<td>2969</td>
<td>2969</td>
<td>2978</td>
<td>2969</td>
<td>3001</td>
<td>2961</td>
<td>2961</td>
<td>2961</td>
</tr>
<tr>
<td>TM21</td>
<td>3968</td>
<td>3968</td>
<td>3940</td>
<td>3968</td>
<td>3970</td>
<td>3917</td>
<td>3917</td>
<td>3917</td>
</tr>
<tr>
<td>TM30</td>
<td>4443</td>
<td>4443</td>
<td>4468</td>
<td>4443</td>
<td>4501</td>
<td>4441</td>
<td>4478</td>
<td>4441</td>
</tr>
</tbody>
</table>

Table 3 The resonant frequencies of an antenna in MHz with \( L=10 \) cm, \( \varepsilon_r=2.2, h_a=0.159 \) cm, \( h_c=0 \) cm

<table>
<thead>
<tr>
<th>Mode</th>
<th>( h_a / \mu m )</th>
<th>( f_{\text{meas}} [13] )</th>
<th>( f_{\text{Proposed}} )</th>
<th>( f_{\text{SK}} [4] )</th>
<th>( f_{\text{LJ}} [5] )</th>
<th>( f_{\text{SK}} [11] )</th>
<th>( f_{\text{LJ}} [12] )</th>
<th>( f_{\text{SD}} [6] )</th>
<th>( f_{\text{SD}} [15] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM10</td>
<td>0</td>
<td>8324</td>
<td>8320</td>
<td>8224</td>
<td>8325</td>
<td>8222</td>
<td>8324</td>
<td>8325</td>
<td>8225</td>
</tr>
<tr>
<td>TM11</td>
<td>280</td>
<td>9433</td>
<td>9457</td>
<td>9423</td>
<td>9447</td>
<td>9423</td>
<td>9447</td>
<td>9447</td>
<td>9423</td>
</tr>
<tr>
<td>TM12</td>
<td>350</td>
<td>9512</td>
<td>9512</td>
<td>9546</td>
<td>9547</td>
<td>9546</td>
<td>9547</td>
<td>9547</td>
<td>9547</td>
</tr>
<tr>
<td>TM13</td>
<td>0</td>
<td>14476</td>
<td>14474</td>
<td>14408</td>
<td>14420</td>
<td>14408</td>
<td>14420</td>
<td>14420</td>
<td>14420</td>
</tr>
<tr>
<td>TM14</td>
<td>280</td>
<td>16667</td>
<td>16667</td>
<td>16591</td>
<td>16363</td>
<td>16591</td>
<td>16363</td>
<td>16363</td>
<td>16363</td>
</tr>
<tr>
<td>TM15</td>
<td>350</td>
<td>16779</td>
<td>16798</td>
<td>16805</td>
<td>16535</td>
<td>16805</td>
<td>16535</td>
<td>16535</td>
<td>16535</td>
</tr>
</tbody>
</table>

Tables 1, 2, 3, and 4 illustrate training and test sets obtained from the existing studies in the literature. The first three tables demonstrate the resonant frequencies of single-layer antennas with different antenna parameters, while Tab. 4 shows both single- and double-layer antennas’ resonant frequencies. For the proposed neural network, the test data are chosen from Tab. 3 randomly for the modes TM10, TM20, and TM21 for the single-layer antenna, while the test data for double-layer antenna is taken from the measured values of the 1st, 2nd, 4th, and 6th rows of Tab. 4. The rest of the measured data in those tables have been used for training purposes. Thus, 14 resonant frequencies are used for the training set, and 7 for the test set.

It has been empirically observed that the neural network with one hidden layer consisting of 9 neurons was able to accurately calculate the resonant frequency. In order to decide the number of the neurons in the hidden layer, we train the neural network by increasing the number of the neurons from 2 to 50. As a result, the best performance was achieved with the network with 9 neurons. The learning rate parameter was chosen to be 0.3. The number of the epochs during the training was 5000.

Table 5 Total Absolute Error of resonant frequencies for Tabs. 1, 2 and 3

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Absolute Error / MHz</td>
<td>7</td>
<td>273</td>
<td>23</td>
<td>424</td>
<td>326</td>
<td>349</td>
<td>326</td>
</tr>
</tbody>
</table>
Table 6: The resonant frequencies of a single layer antenna with \( L=10 \) cm, \( \varepsilon_r=2.32 \), \( h=0.159 \) cm, \( h_0=0 \)

<table>
<thead>
<tr>
<th>Mode</th>
<th>( f_{\text{meas}} / \text{MHz} ) [13]</th>
<th>Proposed Model</th>
<th>( f_{\text{SC}} ) [1]</th>
<th>( f_{\text{GV}} ) [16]</th>
<th>( f_{\text{GS}} ) [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM(_{10})</td>
<td>1280</td>
<td>1275</td>
<td>0.39</td>
<td>1275</td>
<td>0.39</td>
</tr>
<tr>
<td>TM(_{11})</td>
<td>2242</td>
<td>2242</td>
<td>0.00</td>
<td>2221</td>
<td>0.94</td>
</tr>
<tr>
<td>TM(_{30})</td>
<td>2550</td>
<td>2550</td>
<td>0.00</td>
<td>2549</td>
<td>0.04</td>
</tr>
<tr>
<td>TM(_{15})</td>
<td>3400</td>
<td>3402</td>
<td>0.07</td>
<td>3401</td>
<td>0.03</td>
</tr>
<tr>
<td>TM(_{36})</td>
<td>3824</td>
<td>3824</td>
<td>0.00</td>
<td>3854</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Average Error / % | 0.09 | 0.44 | 1.33 | 2.15 |

Total Absolute Error / MHz | 7 | 58 | 150 | 102 |

Table 7: The resonant frequencies of a double layer antenna with \( L=1.55 \) cm, \( \varepsilon_r=2.2 \), \( h=0.0508 \) cm

<table>
<thead>
<tr>
<th>Mode</th>
<th>( h_1 / \mu \text{m} )</th>
<th>( f_{\text{meas}} / \text{MHz} ) [3]</th>
<th>Proposed Model</th>
<th>( f_{\text{SC}} ) [1]</th>
<th>( f_{\text{GV}} ) [16]</th>
<th>( f_{\text{GS}} ) [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM(_{10})</td>
<td>0</td>
<td>8324</td>
<td>8320</td>
<td>0.04</td>
<td>8224</td>
<td>1.20</td>
</tr>
<tr>
<td>TM(_{10})</td>
<td>280</td>
<td>9433</td>
<td>9457</td>
<td>0.24</td>
<td>9423</td>
<td>0.11</td>
</tr>
<tr>
<td>TM(_{10})</td>
<td>350</td>
<td>9512</td>
<td>9512</td>
<td>0.00</td>
<td>9546</td>
<td>0.36</td>
</tr>
<tr>
<td>TM(_{11})</td>
<td>0</td>
<td>14476</td>
<td>14474</td>
<td>0.01</td>
<td>14408</td>
<td>0.47</td>
</tr>
<tr>
<td>TM(_{11})</td>
<td>280</td>
<td>16667</td>
<td>16667</td>
<td>0.00</td>
<td>16591</td>
<td>0.46</td>
</tr>
<tr>
<td>TM(_{11})</td>
<td>350</td>
<td>16779</td>
<td>16798</td>
<td>0.11</td>
<td>16805</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Average Error / % | 0.07 | 0.46 | 0.70 |

Total Absolute Error / MHz | 49 | 314 | 656 |

Tabs. 1, 2, and 3 show the measured and calculated resonant frequencies for different modes of the antennas with different parameters [1-5, 10-15]. In those tables, the second column presents the experimentally measured frequencies and the third column is the computed frequencies from the proposed neural network model. The remaining columns are the resonant frequencies from the literature.

Tab. 4 introduces the resonant frequencies of the antenna structure in Fig. 1 for different modes. The second column indicates the thickness of the air gap.

4 Comparisons of experimental, theoretical, and ANN-derived results

In order to measure the performance of our neural network model, we compared our neural network computed frequencies with the experimental as well as the existing results in the literature. The total absolute error and the average error are defined as performance criteria in the following:

\[
\text{Total absolute error} = \sum_{i=\text{the number}\, \text{of modes}} |f_{\text{meas}}^i - f_{\text{cal}}^i| . \tag{12}
\]

The error for each mode is determined using Eq. (13).

\[
\text{error} = \frac{f_{\text{meas}} - f_{\text{cal}}}{f_{\text{meas}}} \times 100\,\% \tag{13}
\]

where \( f_{\text{meas}} \) is the experimental results and \( f_{\text{cal}} \) is the theoretical results for different models and modes.

Tab. 5 lists the overall absolute errors for Tabs. 1, 2 and 3. As seen from Tab. 5, the method applied in this paper appears to be more accurate for single-layer antennas when compared to those in the available literature. Note, for example, that the error of the proposed approach is significantly lower than that of another neural network method, such as [2].

Even though the methods developed in [1, 10, 16] are known to produce the lowest error between values obtained by formulas and measured values, our neural network technique again outperforms those techniques. As clearly seen in Tab. 6, the total absolute error of 7 MHz and average 0.09 % error are achieved. Hence, the validity of the proposed method is proved.

The resonant frequency calculation of double-layer antennas based on the neural network model has not been found in the available literature. Therefore, this case is taken into consideration in this study. The results obtained from the proposed neural network approach and the techniques in [1, 10] are presented in Tab. 7. Clearly, the proposed model here works well in terms of errors when compared to the other two works. Our neural network model is trained by 14 data sets, 12 of which are for single-layer antennas and 2 for double-layer ones. The reason for high error levels in double-layer antennas can be the use of limited training data sets. On the other hand, it is well known that the more input data is used, the more the network generalizes. Thus, the network provides low error for the test data set.

Note that the average error for all modes of single layer antenna is 0.09 % that corresponds to 79.54 % improvement with respect to the lowest error reported thus far in the literature. Similarly, for the double-layer antenna, 84.78 % improvement has been accomplished. Thus, it is confirmed that the proposed neural model optimally approximates the resonant frequencies.

5 Conclusions

In this article, the resonant frequency of an equilateral triangular patch antenna is determined using a multilayer neural network approach. The proposed method is applied to both single- and double-layer antennas. The resonant frequency calculation of a double-layer antenna using a neural network approach is first emerged by this study. It
has been shown that the resonant frequency computed by the proposed neural network approach is much closer to the measured value as compared with the well-known other methods. Hence, a significant error reduction is obtained in ANN.
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