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Knowledge must be acquired not only at the moment when it is presebtedhlso at the site where it is
applied to. To guarantee the immediate acquisition of context-rich knowlatlgaytime and anywhere, fully-
automated as well as pervasive capabilities must be considered togéttieipaper proposes a methodology to
capture knowledge on the spot in an autonomous and pervasive ngnheploying the Smartphone as a sensor to
monitor and gather dialogue-based knowledge and context data. SotaAS (SMARTphone-based CONtextual
Knowledge Acquisition System), a prototype system, is implemented to vatttiafgroposed concepts.

Key words: Automated knowledge acquisition, Pervasive computing, Autonomaugetng, Cloud computing,
Smartphone, Knowledge management

Uhvatite znanje na licu mjesta: ususret autonomnoj i proZimajieoj usluzi sadrzajnog znanja. Znanje se
stjete ne samo u trenutku kada je predstavljeno nego i na mjestu gdje se jujmjéfako bi se janilo trenutno
stjecanje znanja bilo kada i bilo gdje moraju se uzeti u obzir potpuno autdranéz prozimajge sposobnosti.
U ovom radu predloZena je metoda stjecanja znanja na licu mjesta na aatonpnozimaj& natin koristenjem
pametnog telefona kao senzora za nadgledanje i skupljanje znanjatagad Smart - ConKAS (SMARTphone-
based CONtextual Knowledge Acquisition System) je prototip koji je koristko lbi se potvrdio predlozeni kon-
cept.

Klju €ne rijeCi: automatizirano stjecanje znanja, prozintgua&unarstvo, autonomno ¢anarstvo, raunarstvo u
oblaku, pametni telefon, upravljanje znanjem

1 INTRODUCTION edge at anytime and anywhere, fully-automated as well as
pervasive capabilities must be additionally considerbkd: t

A variety of methodologies to automatically capture border line between this study and the conventional ones.
knowledge have been proposed, however each of them was
reported to have certain level of limitations not only in  To capture knowledge on the spot with its related con-
the degree of automation but also in the quality of captext data, the subject who possesses and utilizes knowl-
tured knowledge. The efficiency of the automated knowl-edge must be monitored continuously, nearly around the
edge acquisition is still unsatisfactory due to over-campl clock. A knowledge worker, or a knowledge possessor,
algorithms and immature methodology [21]. Additional who has the knowledge to be captured performs his or her
manual operation must be inevitably performed, becausgbs using special, and so preserving-worthy, knowledge.
the automated acquisition cannot effectively, namely apHis or her dialogues, writings, and activities exhibited-du
propriately, gather knowledge which resides in the humating performing jobs are the live sources to be managed
brain [6]. The quality of acquired knowledge also disap-with care. Applying proper technologies to each source,
points knowledge users, because lack of context informaully-automated, and so autonomous, as well as pervasive
tion which illustrates when and where the given knowledgeacquisition of knowledge can be achieved [23, 24]. The
is able to be applied makes them degrade the applicabitontext data which plays the role of the meta-knowledge
ity of knowledge [11]. Knowledge must be captured at thecan also be captured by monitoring the knowledge worker.
moment when it is exhibited as well as at the site where itiS'The context data can be defined as any information char-
applied to simultaneously acquire its context data [22]. Taacterizing the situation of a task session or interaction be
guarantee the immediate acquisition of context-rich kaowltween a user and his or her service world [25]. The meta-
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Fig. 1. Conceptual Framework

knowledge-based context data can be understood as tpeol of configurable computing resources [16], transmit-
context data which explains the situation of the knowledgeed data can be analyzed so that the meaning of each can
worker who is utilizing the given knowledge, therefore it be identified. Context data can be also captured and trans-
is a kind of the user context. mitted to a server using mobiles devices in a very conve-

User context can be summarized into three categorigdi€nt way, because most of context data have been preset
[18]: information of the user (e.g. knowledge of habits and stored in the mobile device using a user profile _and a
and emotional state), the user’s social environment (e_gs_cheduler. Figure 1 show_s how a mobile device contributes
co-location of others, social interaction, and group dynamt© capture knowledge (dialogue-based) and context data
ics), and the user's tasks (e.g. spontaneous activity, ef@ constitute the autonomous and pervasive acquisition of
gaged tasks, and general goals). To characterize the givéRowledge.
knowledge, several types of context data, such as the iden- The objective of this paper is to propose a methodol-
tity that explains who the knowledge worker is as well asogy to capture knowledge on the spot in an autonomous
which area he or she specialized in, the time and locatioand pervasive manner, which deploys the Smartphone as
he or she uses knowledge, the event (schedule) the givensensor to monitor and gather dialogue-based knowledge
knowledge is to be applied, and the topic (keyword) theand its context data. To demonstrate the validity of the
exhibited knowledge is about, etc., are combined togetheproposed concepts, Smart-ConKAS (SMARTphone-based

Mobile devices, such as Smartphones and SmartpadsONtextual Knowledge Acquisition System), a prototype
are widely used nowadays because of their multiple funcsystem, is also implemented.
tionalities based on wireless data communications and
open APIs (application programming interfaces). As de-s RELATED WORKS
velopers of mobile devices design devices to be lighter,
smaller, and more versatile, mobile devices tend to b&.1 Context-based knowledge management
multi-functional enough to be a mandatory item of human o . L
life: every individual carries and uses them anytime and Thinking knowledge with considering context has

anywhere. Even in performing ordinary jobs, individuals™°! bt:]en n;{:ltured comparing to oth_gr contegt-rela:]ed re-d
carry one or more mobile devices in their hands or pockS€arches. Since context can give guidance about when an

%\y a piece of knowledge is used, considering context in
monitor knowledge workers’ dialogues, writings, and ac_knowledge use is very necessary to enhance the applicabil-

tivities in a real-time basis. Once a mobile device monitord® of knowledge stored in a knowledge repository.

and records what a knowledge worker talks, writes, and Takashiro and Takeda [19] proposed a method for
acts, then it can also transmit them to a server whose adcquiring and utilizing personal knowledge in computer
dress has been designated in advance by the user. Using thestems. They developed a system called ‘MindHeap’
paradigm of cloud computing, a networking model for en-that helps users acquire personal knowledge by browsing
abling convenient on-demand network access to a sharafWw (World Wide Web) hypertexts. This approach uses
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the situational context which has important effects on actherefore to leverage the understandability of knowledge
quiring and reminding knowledge. MindHeap can helpuse. Relationship-defined context and knowledge are de-
users organize knowledge on ‘www’ pages by finding andsigned to be stored in the ontology-based repository. This
recording related words as situational context for topicswvork reasonably explains the relationship between context
specified by users. The system extracts a list of relatednd knowledge by functionally matching them and gener-
words as situational context, and records it according tally deriving a model.

the topics. Thus, topics and their contexts are accumu- Nunes et al. [15] introduced a model for managing

lated, then they can work as knowledge for user. Userggntexi-based knowledge, which addresses the creation,
can retrieve pages that have the similar situation to the CUGtorage, and reuse of contextual knowledge, encompass-

rent page. This work tried to store knowledge accordingpg the representation, capture, storing, comparison, and
to the context by which the given knowledge is triggered,yresentation of knowledge in the setting where the work

therefore, this work can pe regarded as the early attempt i cess activity is performed. They stressed the neces-
manage knowledge with its context. sity of considering context in managing knowledge and
Voida et al. [20] suggested the necessity of integratingjefined an ontology-based structure for context elements.
virtual and physical context to support knowledge work-This work verified not only what kinds of context informa-
ers. As an answer to this proposition, they classified jobgion are needed to be defined when process-based knowl-
of knowledge workers according to virtual and physicaledge is executed, but also how context information can be
context, and developed a design and architecture of thgescribed to preserve the characteristics of processes en-

‘Kimura’ system. The Kimura system augments and in-compassing context information and knowledge.
tegrates independent tools into a pervasive computing sys-

tem that monitors the user’s interactions with a computerk

an electronic whiteboard, and a variety of connected Pe€hects: the relationship between knowledge and context,

ripheral devices and data sources. The Kimura syste he role of context in understanding and utilizing knowl-

made it possible to use virtual context from the user's deskédge, and the implemented artefacts incorporating knowl-
top actions to help classify, interpret, and visualize othe

. ; edge with context. On the contrary, previous researches in-
forms of virtual and physical context. Also, the system 9 Y. P

. ) . : . i rtain level of limitations in tw r iv h
enabled integrating virtual and physical context mforma-OI cate certain leve| o tations In two perspectivese t

tion into visualization of the user’s disparate activittes extent of implementation and automation. Most of previ-
: dispa . . ous researches just introduced concepts or theories withou
help the user interpret and act on this available infornmatio

Knowledge workers’ virtual context can be visualized andreal implementation to prove the validity of the proposed
thereforegknowledge workers’ virtual and physical co,ntextones' Although some of previous researches tried imple-

. : . ) - menting prototypes, most of them lacked in automation,
can be synthesized to identify their activity patterns. gp yp

which is one of the required functionalities that a ubiqui-

Anerousis and Panagos [1] addressed the issue of pgys and pervasive system must have: this point keeps this
vasiveness using regular landline and cellular phones 3gsearch and previous ones separate.

pervasive devices to capture and deliver voice knowledge.
The voice _knowledge is the knowledge communicat_ed Vel 5 Autonomous computing
bally and its examples are messages, commentaries, con-
versations, and conferences. They developed a system en- ‘Autonomous Computing’ concerns self-generating
titled ‘Totalknowledge’ to pervasively create and accesgeatures of computer-based services, providing adequate
knowledge in the form of the voice. The TotalKnowledge COmputer services in a proactive manner by continuously
is designed to search voice assets on the basis of their mef&onitoring and identifying users’ context denoting their
data and content, to view and edit metadata, and to archiv@urrent situations. An autonomous system, therefore, not
existing short term and long term assets. This work enonly makes decisions on its own, but also communicates
abled the pervasive knowledge management by using mavith users continually in a real time basis using another
bile devices’ capability of real time-based knowledge reg-high-level policies; it will continuously monitor and iden
istering and querying. tify users’ situations and automatically adapt its servite
Huang and Tao [7] presented a knowledge interoperaghanging situations. surround.ing users. The difference be-
tion reference model and the concept of Context Knowl{Ween the autonomic computing proposed by IBM and the
edge Grid to leverage the contextual knowledge in mo@utonomous computing does exist in system's main inter-
dem enterprises and to enable the interoperation with oth&St: the former focuses on the system itself, while therlatte
knowledge frameworks such as the Semantic Web and tHePncentrates on the system’s outputs, namely services.
Semantic Grid. By defining a contextual knowledge struc- In a self-service generating autonomous system, there-
ture model, they tried to connect knowledge to context, andore the human operator is charged with a new role also.

Previous researches contribute to the context-based
nowledge management, especially focused on three as-
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He or she does not need to control the system directly eiapplicable to the similar situations. Because the topic of
ther. Instead he or she defines rules between context atide document is the topic of knowledge, knowledge pos-
services, and the ways of communication between useressors’ knowledge can be categorized according to the
and computers. An autonomous computing-based systetopic. Besides the topic resulted from analysing the docu-
can have functionalities as follows: ment, knowledge possessors’ context data which have been
identified and transmitted from the context acquisition-sub
1. Self-Awareness: Automatic detection of users’ situ-System must be applied to conclude the relationship be-
ations using context data, such as location, identitytween the knowledge and the situation that the knowledge
time, schedule, etc.; is deployed. Context data, such as knowledge possessors’
identities, location, time, and schedule, can play theable
2. Self-Service generation: Automatic as well as proacthe meta-knowledge by uniquely depicting the knowledge
tive inferring of proper services based on identifiedysed in the given situation. By associating the document
users’ situations; and context data, knowledge can be stored in the knowl-

3. Self-Learning: Automatic learning of the relation- edge base with the form of a business rule.

ships between context and service; Suppose a case that ‘Professor A is discussing about
how to make payment for a purchased book that is expen-
4. Self-Expansion: Automatic addition of rules betweensive but that is necessary for his research. General payment
context and service into knowledge and context reposmethod is known as one of ‘research fund’, ‘personal ex-
itory. pense’, and ‘mileage points’. If the theme (topic) of the
book is related with his research then he can use the ‘re-
Once the dictated dialogue and context data capturegearch fund’; otherwise payment must be made through
by the Smartphone are transmitted to a server operated @me of ‘personal expense’ and ‘mileage points’. In this
a cloud computing basis, further treatment to extract thease, the most important information that determines the
topic (keyword) of the transmitted data is processed as theethod of payment is the theme of the book. Next im-
concept of Autonomous Computing advocates. By extractportant information is the balance of the research fund,
ing topics of the transmitted text-based data, each docecause either of the rest, personal expense and mileage
ment can be classified in terms of the extracted topics gpoint, must be unavoidably considered if the balance is not
keywords. The document can be deemed as knowledge ienough. Possible business rules for this situation are as
self, because it may contain various kinds of knowledgdollows:

J

Rule1:
IF Theme_of_Book = Theme of Research THEN Method_of Payment = 'Research_Fund'
ELSE Method_of Payment = ['Personal_Expense' | 'Mileage_Point']
Rule2:
IF Balance_of Research_Fund>=Price_of Book THEN Method_of Payment="Research Fund'
ELSE Method_of Payment = 'Research_Fund' + ['Personal_Expense' | 'Mileage_Point']

Theme_of_Book = [Title_of_Book | Keyword_of_Book]

Theme_of_Research=[Title_of_Research | Keyword_of_Research]

Wethad_of_Payment =[Research_Fund'| Personal_Expense'| 'Mileage_Point]

Title_of_Book ="The title of the book revealed in the cover page™

Keyword_of_Book ="The keywaords of the book defined by the authors and revealed inthe bibliographic page™
Title_of_Research ="The itle of research as aninstance of the class 'Reseanch' stored in a database”
Keyword_of_Research ="The keywords of the research as aninstance of the class 'Research' stored in a database”
Balance_of_Research_Fund ="Amount of research fund remained and stored in a database™

Price_of_Book ="The price of the book revealed in the bibliographic page™

(

Information included in these rules cannot be directlydetermine the title and keyword of the research by query-
determined by simply monitoring the dialogue. The con-ing corresponding research he is responsible for. The title
text data, such as the identity of the participant and tkee tit of the book also underpins the business rule, because it ad-
of the book, which can be directly obtained by monitoringdresses the keywords and the price of the book. Causal
the dialogue, can constitute required information to formchain relationships between the context data and the rule-
rules through the causal chain relationship. For examplesonstituting information can be identified as follows:
the data of ‘Professor A, the identity of the participaranc

J
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Relationship1:

'Identity’ determines'Title_of Research' AND 'Keywork_of Research' AND 'Balance_of Research_Fund'
Relationship2:

'Title_of Book' determines'Keyword_of Book' AND 'Price_of Book'

Identity = *Mame and ID number of the participant™

Meanwhile, the topic of the dialogue influences thefied, a set of knowledge can be automatically formulated
business rule by identically depicting which rules can beby combining the topic, context data, and the text-based
alternatively related with the event included in the dia-document containing the contents of the dialogue. If the
logue. The topic of the dialogue cannot be regarded awpic of the dialogue is concluded as the ‘Book Payment’,
the context data, because it cannot be directly obtained kthen a set of knowledge can be expressed and stored as
monitoring the dialogue but because can be identified byollows:
further analysis. Once the topic of the dialogue is identi-

J

Identity[l] = ‘Professor A

Title_of_Book = 000000

Rulefi] = ‘Rule1” +‘Rule?’

Document[] = ‘Document001”

“text-based document containing the contents™

Rule1 = IF Theme_af_Boak = Theme_of_Research THEN Method_cf_Payment = 'Research_Fund
ELSE Method_of Payment =[Personal_Expense'| Mileage_Foint]

Rule? = IF Balance_of_Reseanch_Fund >= Price_of_Book THEN Method_of_Payment = 'Research_Fund'
ELSE Method_of Payment ='Research_Fund +['Personal_Fxpense'| Mileage_Point]

IF Topici] = ‘Book_Payment’ AND Context[i] = Identityfi] + Title_of Book[i]
THENINSERT INTO Knowledge(i] = Knowledge(Topic{i], Context[i], Rule[i], Document[i])

(

The topic of the dialogue(‘Topic[i]’), the con- the topic of knowledge is important in that the topic (or the
text data(‘Context[i]), and the text-based docu-keyword) indicates the subject of knowledge embedded in
ment(‘Document[i]’) can be automatically identified the document. To extract the topic of knowledge based on
and obtained from the sensors monitoring the dialogu@redefined knowledge categories, text mining techniques
and the applications dictating and analysing the texts itan be employed [12].
the document. Business rules can also be automatically The topic of an electronic document is used further for
triggered from a knowledge base by relating the topic oktoring the document in a knowledge repository. This topic
the dialogue with the context data. A piece of knowledgecan indicate the situation (or the context) of the knowl-
can be automatically defined and stored with the form okdge holder and play a role as meta-knowledge that can
a business rule: autonomous computing-based knowledgfirectly explain the content of the knowledge embedded
acquisition can be accomplished. This kind of rule-basegh the document. By combining the topic with other con-
knowledge can be specified not only by manual operatiofiext data, a specific piece of knowledge can be identically
during the development phase, but also by automated rugefined. In other words, contextual knowledge can be ob-
inference of the ontology-based knowledge base. Figure gined by defining knowledge according to related context
shows the procedure to autonomously determine the topigata. Based on such context data which define the context

of knowledge. of knowledge use, knowledge can be accurately selected
and automatically serviced to the user if the user’'s context

3 STRATEGY TO AUTOMATICALLY IDENTIFY data explaining the situation that surrounds the user have

THE TOPIC OF KNOWLEDGE: TEXT MINING been captured and concluded, that is, an autonomous pro-

cess for the knowledge service, from the automated acqui-

sition of knowledge to its proactive dissemination, can be
The indexing and retrieval algorithm of information re- realized.

trieval technology can be applied to automatically idegntif Among various algorithms of text mining, this research

the topic of each electronic document and classify it acdeploys the Support Vector Machines (SVMs) for its ad-

cording to predefined knowledge categories. Identifyingequacy of application. SVMs try to find the hyperplane

3.1 Support Vector Machines as the Classifier
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which produces the greatest possible margin among th&.2 University Ontology-based Predefined Categories
boundary points to separate positive and negative train-
ing samples. SVMs are adequately applicable to the topic  To guarantee the accuracy of classification, SVMs must
(or the keyword) classification for several reasons: a highbe trained using pre-categorized documents in advance.
dimensional input space, few irrelevant features, sparsgy most of cases, SVMs are trained using publicly well-
document vectors, and linearly separable characteristidggown pre-defined categories, such as the Reuters-21578
of text categorization problems [9]. Based on these charand the Ohsumed corpus. Because these categories are
acteristics, several researches have proved SVMs outpefery large-sized but have limited number of subjects, only
form other machine learning algorithms with respect to efselected part is used for training while the rest is used in
ficiency as well as accuracy [13, 2, 17, 9, 5]. examining the accuracy of prediction. Alternatively, pre-
This research used the LibSVM v2.81 [3] to implementdefined categories can also be provided by consulting the
the SVM classification. Word stems and vectors must beelated ontology model which describes the objects and
provided before the LibSVM (the classifier) performs itstheir relationships in the real world. In an ontology model,
job. Therefore the word stemming and vector creating tooévery object can be categorized hierarchically with the re-
of Yale [14], a free open-source environment for KDD andlationship of the superclass and subclass. Therefore, the
machine learning, was employed. ontology model of a given situation has the same struc-
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ture with the term categories of the situation. Indeed, ifmore specific than the given word) provided by WordNet v2.1.

the class structure of the ontology has been officially vali- 1o train the SYM module and prepare the prediction model,
dated to be formal or standardized, the ontology model capo sample documents for each category were collected. Each
be more preferred to conventional corpus-based categorieample document was prepared by browsing webpages related
because of ontology’s advantage in concept representatiot each category because each webpage is entitled by predefined
. nd so trustworthy topic (the category). Because of the relatively

Thls. research ‘?‘d."pted a se_t of OmOlOgy.'base@mall number of categories, the accuracy of training trials ap-
categories exempll_fy_lng unlversny-base_d . <”wtlvltl(_:‘s'proached 100%, despite the small number of training sets (a total
TO. ensure the validity O.f category definitions, the of 270 sets). Based on the predefined categories, new documents
university ontology provided by the department

. . . lassified.
of computer science at the University of MarylandwerecaSS' ¢

(http://www.cs.umd.edu/projects/plus/SHOE/onts/univ1.0.html)
was employed. This ontology defines elements for describin(j1 SMART-CONKAS (SMARTPHONE-BASED

universities and their activities and includes concepts such as CONTEXTUAL KNOWLEDGE ACQUISITION

departments, faculty members, students, courses, research, SYSTEM)
publications, and works. This ontology is a draft and provides a4 1 Overview
rough picture of a university, and thus, by applying WordNetv2.1 ™

(http://wordnet.princeton.edu), slight modification was made The Smart-ConKAS, the prototype system, enables the au-
Fig. 3: First, only event-oriented objects were selected becausenomous as well as pervasive acquisition of knowledge by us-
nonevent-based objects such as ‘persons’ and ‘organizationgig the Smartphone based on autonomous and cloud computing
are not suitable to present which topic of conversation is beingechnologies. In this prototype system, Smartphone acts as a sen-
made in a dialogue. Nonevent-based objects can explain onlyor to record conversations, the source of knowledge, in a dia-
the features of objects, that is, they cannot explain the situation®gue as well as to capture context data, the meta-knowledge. The
or conditions that surround the dialogue participants. Thus, iSTT(Speech-to-Text) application installed in the Smartphone ini-
is more reasonable to consider action- or event-related classéates its function of dictation by transmitting the recorded data to
in the ontology because only context-based objects are to be vendor-providing server for speech recognition. Dictated re-
considered in context categories. Second, some event-orientsdlts are again sent to the Smartphone and displayed on the screen
classes were added, because the university ontology does ntotwait user’s confirmation. Time for completing dictation can be
fully account for events that can be observed in real univervarious depending on the condition of network traffic, however in
sities. Therefore, some realistic events such as ‘admissionghost cases dictation can be completed within a few seconds aver-
‘examinations,’ ‘graduation,’ ‘payments, and ‘vacations’ were agely. Dictated results are usually saved in text format, and they
additionally included to better describe the university contextare transmitted to a pre-designated server operated on the cloud
typically experienced by university members. Finally, thecomputing environment. Context data are also transmitted to the
superclasses and subclasses were merged into classes at $keever and temporarily saved in the server. At the server, the text-
same level. As in Reuter-21578, the distinctions between levelbased electronic document containing the contents of conversa-
were eliminated so that the SVM module could compare eaclions is analysed by SVM classifier to extract its topic. Once the
class equally during the search for proper categories. All theopic of the document, that is the topic of the dialogue, is identi-
modifications were based on hypernyms or holonyms (a holonyrfied, the system stores the texts in the document with respect to
is a word that names the whole of which the word is an importanthe topic and the context data. If any business rules related with
part) and hyponyms (a hyponym is a subordinate word that ishe topic exist, then they are extracted from a knowledge base to
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Table 1. Example dialogue concerning how to make a re-

sl ©

20:10

search proposal hi_how are you hmm 50 so
Yoo: Hi, how are you? i
H : - . reseaEchpprojgctfvhaa kind of
Kim: Hmm, so so, nowadays | have been very busy with research projects do you mean a
preparing a proposal for a research project. i g i o (N
Yoo: What kind of research projects do you mean? el b L
- - - ; pany and
Kim: A research project sponsored by the Microsoft re- Hnigeralty stiie Dhale its very helpfil
. to universities to earn fund for
search center. Have you heard about the collaborative research and technology )
. . development yes it is but preparing
research between a company and a university? a proposal s very tough work
Yoo: Sure | have. It's very helpful to universities to earn o el e it i
fund for research and technology development. e
Kim: Yesitis. But prepari.ng a proposal is very tough wo k Sneltessalel Ay ithout Werrying
because many applicants also try to get contracts with fund personnel and equipments
companies. i e o o
Yoo: Of course itis. But once you get the contract then you
can concentrate on study and research only without Fig. 5. Recording standby(left) and Dictation com-
worrying about other stuffs, like research fund, person- pleted(right)
nel, and equipment. Every stuff required to do resedrch
can be sponsored by the contracted company.
Kim: Then do you have any idea about an attractive gro- 4.2 How Smart-ConKAS works
posal? For the effectiveness of explaining how the prototype system
Yoo: Letme see. First, you must concretely specify the goal works, suppose an example dialogue about a research proposal
or objective of your research project by listening target between two research associates, as shown in Table 1.
company'’s current situation. What the company aims ~ The Smart-ConKAS initiates its process by providing
to get from the research project or what problems the ‘Recording Standby’ signal to users, and begins recording as
company want to solve through the collaboration with  ysers start speaking. When speaking is finished or paused, dic-
you might be one of the key considerations, | think.|  tated results are displayed and the mode of ‘Recording Standby’
Kim: You gotit. Then what about the research fund? I megn, is again activated. When the user terminates the process of
how | can estimate the amount of fund sponsored by recording, it automatically transmits the dictated data to the cloud
the company. folder of the designated server operated on the cloud computing
Yoo: Justfollow the directions provided by the company. As environment. Figure 5 shows the recording and dictation process.
I know, the Microsoft estimates the amount of research  \when transmitting the dictated text file to the server, it also
fund based on the number of people who participate in simultaneously transmits corresponding context data which de-
the research project and the amount of equipment that pict when and where the file has been made as well as whom the
are required to be set. Of course the lower the bet- fjle has created by. Figure 6 shows the context data stored and
ter, | mean too.much amount of researgh fund can be gptained by the Smartphone, and Fig. 7 shows the programming
doubted. Sharing research resources like people|andcodes to perform transmission.
equipment is one important reason for collaborative|re-
search project. | can give you a sample of the research EEEEEEIIEET EEENE
fund estimation once | submitted to the Microsoft. |It i
will be helpful to you. ﬁ:ﬁi&%ﬁ““m
Kim: Yes please, it must be very helpful to prepare my fe- =
search proposal. Thank you very much. P
Yoo: You're welcome. Good luck! FIARAE..

ofolc] 24 88 v

ale

be stored together with the topic, the context data, and the text

as a set of knowledge. Figure 4 shows the procedure how Smarg-
ConKAS acquires knowledge in an autonomous and pervasivi;eII

manner.

Itilg. 6. Context Data Stored in Smartphone (user pro-
e(left), location(middle), and schedule(right))

Once the text file and context data are transmitted and saved

Smart-ConKAS is developed using JDK v1.5.0_06 underin the cloud folder of the server, they can be synchronously ac-
Java2 runtime environment to enhance the high interoperabilitgessed using a laptop or a desktop and the Smartphone. Ana-
and the ease of implementation. It initiates knowledge acquisityzing the text file to extract the topic must be processed at the
tion by recording and dictating knowledge possessors’ dialogueserver-side, because currently the capacity of Smartphone is not

using STT module of Android v2.3.3 (Gingerbread) keyboard.

408

enough to perform the job Fig. 8.
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public KMclientsocket (Knowledge theKnowledge, KMContext theContext, the document under the destination category, the input document
String KMhostname) throws [OException { . .
temporarily stored in the cloud folder needs to be deleted for the
// connnecting a KMS efficient management of the server.
Socket KMSocket = new Socket(KMhostname, KMServerPort);
/] transmitting knowledge and its context 4.3 Performance

ExchangeKM(theKnowledge, KMContext, KMSocket) ;
The performance of SMART-ConKAS needs to be evaluated

[/ disconnecting with respect to two factors: the extent of automation and the ac-

KMSocket.close(); . . . .
} curacy of acquisition. To examine the performance with consid-
_ ering these factors, the focus group interview as the qualitative
public class KMContext{ .. . s
string ID: approach and the statistical analysis as the quantitative approach
string Location; were performed.

String Schedule;

4.3.1 Focus Group Interview to Measure the Extent of Au-

Fig. 7. Programming Codes for Transmitting Dictated Re- tomation

sults(‘textknowledge’) and Context Data('KMContext)) The primary purpose of this research is to fully automate the

process of knowledge acquisition. Therefore examining the ex-

The text file stored in the server is to be moved to a laptogf€nt of automation in the entire process for acquiring knowledge
or a desktop to perform the topic identification by inputting it the IS Necessary. The extent of automation can be regarded as a qual-
word stemmer, the word vector tool, and the SVM-based clasiative measure, because the extent can be decided by users and
sifier in order. The resultant value of vector of the dialogue aré?€cause it can be differently felt from user to user. Of course it
shown in Fig. 9. is clearly observed that the entire process of knowledge acquisi-

Calculated word vector must be reformatted so that the SVMIO" has been automated through the prototype system. However,
module can read it as the input. Figure 10 shows the codes tdhis fact cannot sufficiently.explain how much a user satisfies and
converting the format and reading word vectors. trusts the automated function of the prototype system. Therefore,

The result from the SVM module is extracted as the numbef 10-member group of experts was organized and questioned.
that stands for each category, which denotes the corresponding At first, each member was asked to experience the prototype
topic. There exist 9 categories in this research, and the result irtystem by loudly reading a script selected from a newspaper ar-
dicates the numbers of each category. Figure 11 is the result dicle. Most of members repeated the experiment until they had
classification. In the figure, ‘1 8.0’ means ‘document no.1 pbe-examined the functions and identified the features. After finish-
longs to the eighth category’, in other words, the topic of docu-ing the experiment, at second, each of them was asked to rate the
ment no.1 is ‘research’. level of automation using the 7-point Likert scales, from ‘none-

Finally, a set of knowledge must be stored in a kn0W|edgeautomated' to ‘fully-automated’. Based on the marked point, fi-
base according to the identified topic and related context datd!ally. each member was asked to explain the reason why he or
Since the topic plays role of the specific category to store knowlShe determined the point by specifying features that are fully-,
edge, the context data, the document containing dictated corff€mi-, and none-automated. Table 1 shows the results from the
versations, and business rules (if any) must be moved under tf8CUS group interview.
topic. Figure 12 shows the programming codes to move the docu- Most of members of the focus group evaluated the prototype
ment under the resultant topic category. After completing storingsystem highly automated the process of knowledge acquisition, as
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Fig. 9. Resultant word stems(above) and vector(below)

if(predict_probability == 1)
{

if(svm_type==svm_parameter EPSILON_SVR || svm_type == svm_parameter.NU_SVR)

{
System.out.print("Prob. model for test data: target value = predicted value + z,\nz: Laplace distribution
e(-|z|f'sigma)/(2sigma),sigma="+svm.svm_get_svr_probability(model)+"\n");

i

else

{

svm.svm_get_labels(model labels);
prob_estimates =new double[nr_class];
output.writeBytes("labels”);
for(int j=0;j<nr_class;j++)
output.writeBytes(" "+labels[j]);
output.writeBytes("\n");

¥
3 \ Converting input format in

order SYM module to read

while(true)

{

String line = input.readLine();

if(line == null) break;

StringTokenizer st = new StringTokenizer(line," \\n\r\f:");
double target = atof(st.nextToken(});

intm = st.countTokens()/2;

svm_node[]x = new svm_node[m];

for(int j=0;j<m;j++)

/ Reading word vectors

{
X[j] = new svm_node();
x[jl.index = atoi(st.nextToken());
X[jl.value = atof(st.nextToken());
3

Fig. 10. Programming Code for Converting Input Format anc&ag Word Vector
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Fig. 11. The result of SVM-based classification

the rating points in Table 1 show. Based on the results in the TablKey requirements to make the knowledge acquisition process be
1, an interesting but very important implication can be derived:fully-automated can be identified. ‘STT App-based dictation’ and
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/f move input_document(dictated conversation) to resultant category

/fread the result category no

BufferedReader result = new BufferedReader(new FileReader("temp_for_libsvm/KM_OutputFile”)):
String resultCategoryNo = result.readLine();

String resultCategoryTitle=null ;

/tfind destination directory
for(intat=0; at < kmCategorylnfo.size() && resultCategoryNo !=null ; at++ ){
categorylnfo tempcate = (categorylnfo)kmCategorylnfo.elementAt(at);
if ( resultCategoryNo.equals(tempcate.getCategoryNo() ) ¥
resultCategoryTitle =tempcate.getCategoryTitle() ;
break ;

}

/f copy file to destination category
int tempi, len=0;

InputStream in = null;
QutputStream out=null;

try{
in=new FilelnputStream(new File("input_document/"+argvi0]));
out=new FileQutputStream("classified_documents/"+resultCategoryTitle+'/"+argv{0] false);
while((tempi=in.read())l=- 1)
out.write(tempi);
len++;

in.close();
out.close();

It delete input file

File delFile = new File ("input_document/*+argv{0]);
System.out.printin(delFile.getAbsoluteFile() );

if( !delFile.delete() ) System.out.printin(“fileis not deleted™);
Jcatch(Exception ee){System.out.printin(ee.getMessage() );}

Fig. 12. Programming Codes to Store Dictated Conversatiopgt document’) under the Identified Topic Performance

‘SVM-based topic identification’ are the key features enablingdepends on the speaking habit of speakers, not on the recognition
the prototype system to be regarded as a fully-automated systembility of applications. Of course the function of recognition must

The feature of ‘'STT App-based dictation’ can give an answePe enhanced so that the application can recognize every patt.ern of
to the question of how knowledge in ordinary conversations andPeaking; however this work must be done by researchers in the
meetings can be acquired. Knowledge in conversations is to8"€2 of_\_/0|ce recognition techno_logles. Considering the issue of
various to count the number, and indeed is street smart, whicfECognition accuracy is out of this research's concern. Although
makes researchers and practitioners have long concentrated Bf @ccuracy of STT App-based dictation was observed to be very
it. Voice knowledge has been regarded as something that couldgh, even alittle error could have bad effects on the final results.
not be articulated and acquired, however the functionality of STT! herefore, in this research, assuming that the performance of STT
App-based dictation provides a way convenient to manage Voicgppllcatlon is satisfactory enough not to have any effects on the
knowledge. Also, the feature of ‘SVM-based topic identification’ final results is more reasonable.

makes the prototype system possible to acquire knowledge with On the contrary, the accuracy of the SVM module can and

understanding the subjegt inpluded in_ the knowledge. DiCtatinQnust be considered in this research. The accuracy of the SVMs
knowledge without knowing its meaning cannot be regarded 8Ras been verified to be very high. If the prediction model has

‘acquisition of knpwledge’ [4]. Dictating voice knqwledge and peen trained sufficiently, then the SVMs output very accurate and
|de.n.t|.fy|ng its t,OP'C must be palrgd tqgether to aFtam the trug aC%orrect results. The accuracy can refer two aspects: one is for
qwsmon C?f voice knowledge, which is one of primary contribu- comparing manual classification and the other is for measuring
tions of this research. the correctness of classification. The LibSVM deployed in this
research has been proved to outperform the manual classification
4.3.2 Statistical Analysis to Measure the Accuracy of Acqui-  [8]. Measuring the correctness of classification means how much
sition the outputs are classified into the correct categories, and usually
it can be measured in statistical considerations. To measure the
The accuracy of acquisition can be influenced by two com-correctness of classification, three to five documents per each cat-
ponents: STT application and SVM module. The accuracy ofgory are collected, and totally 40 test documents are inputted
STT App-based dictation is very crucial, because it initiates theo check the accuracy. Figure 13 shows the prediction accuracy
execution of knowledge acquisition process. Unless the accuraayhich is automatically calculated by the LibSVM. The accuracy
of dictation is guaranteed, the result of acquisition cannot be sabf classification is indicated to be 82.5% with 1.025 MSE. This
isfactory. The accuracy of STT App-based dictation, howevermeans 33 documents out of 40 documents are correctly classified
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Table 2. Performance Evaluation by Focus Group Interview
Member| # of | Rating | Features
Trials Pts

Fully-automated Semi-automated None-automated
1 3 6 - STT App-based dictation - Data transmission
- Topic identification
- Knowledge storing

2 3 6 - STT App-based dictation - Knowledge storing
- Topic identification
3 5 7 - STT App-based dictation

- Data transmission
- Topic identification
- Knowledge storing
4 5 6 - STT App-based dictation - Knowledge storing
- Data transmission
- Topic identification
5 2 5 - STT App-based dictation - Classifier training - Business rule extraction
- Data transmission
- Topic identification
6 3 6 - STT App-based dictation
- Topic identification
- Knowledge storing

7 5 6 - STT App-based dictation - Knowledge storing
- Topic identification
8 3 6 - STT App-based dictation
- Topic identification
9 5 5 - STT App-based dictation - Topic identification | - Business rule extraction

- Knowledge storing | - User confirmation
- Data transmission

10 4 7 - STT App-based dictation
- Topic identification
- Data transmission

into proper categories. Comparing to the results of the previous CONCLUSIONS AND FUTURE WORKS
studies [8, 10], this result shows that the SVM module of this

- The question Do you know what you do and do not kndw?
research classifies accurately. Of course, the accuracy needsﬁgs lona been issued by the researchers of knowledae manage-
be improved around 90% to gain the credibility of classification. 9 u y 9 9

Small number of sample documents for training is the main reamem' Although one may answer affirmatively to the question, he

. . or she would have considerable difficulty in answering the fol-
son for the relatively low level of accuracy. If sufficient number

- . . . > lowing question: Can you articulate all of theni?The reason
of training documents is provided in training the model, more . .
o why knowledge cannot be effectively accumulated is not because
accurate result of classification can be expected.

we do not know what we know, but because we do not know how
we articulate it. If there is way to document we know, then a
tremendous amount of knowledge can be identified and accumu-

_5' trained doc test.tzt - H2Z

D2E BRE M40 220 =52 lated in knowledge repositories. The limitations in the method-

D:#libsum#libsum-2 . 82%windows>sumpredict iciti i i

ki Test input.txt.scate K Test faput:txt:scaie:noded ology of knowledge acquisition have re_strlcted the practices of

trained_doc_predict_txt knowledge management. After something to be managed have

_— been prepared, specific technologies to manage them can finally
ficcuracy = 82.5% (33/408) (classification)
Mean squared error = 1.825 (regression) be valuable.
Squared correlation coefficient - 0.825273 (regression)| This paper tries to provide an effective solution to this prob-
lem by truly automating the process of knowledge acquisition.
The amended knowledge acquisition methodology, proposed by
this paper, enhances the conventional approaches to automati-
cally acquire knowledge by applying the concept of autonomous
computing and the Smartphone operated on the cloud computing
environment. The context of knowledge use is also considered
Fig. 13. Prediction Accuracy of the SVM module using the Smartphone as a sensor to identify context data. To
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promote the use of acquired knowledge, the context data whicto construct a formal and universal corpus, and thus, the SMART-
play the role of the meta-knowledge must be considered. ConKAS should include a more formal and universal corpus for

Among various types of knowledge, this research just focusethe more accurate and realistic classification of knowledge.
on the voice knowledge which verbally communicated in conver-  This paper contributes to the knowledge management lit-
sations. Knowledge in conversations is to be acquired by idenerature by suggesting a new methodology to automatically ac-
tifying the topic of an electronic document containing the dic- quire human knowledge based on the capabilities of autonomous
tated texts which have been converted from the recorded conveand cloud computing technologies. This study is different from
sations. Therefore, other types of knowledge, such as hard copgenventional studies in that it provides and implements a fully-
and activity-based knowledge, can be also acquired by applyingutomated knowledge acquisition methodology. Organizations
the same procedure if, and only if, the electronic document iseeking to manage organizational knowledge for strategic pur-
provided. The optical character recognition technology can bgoses can apply the proposed approach to their business environ-
applied to convert the hard copy document into the electronignent. As long as knowledge possessors are agreeable to sharing
document, and the sensor-based activity recognition technologgnd monitoring their knowledge, the proposed methodology and
can be applied to convert the monitored actions into the textuahe prototype system should facilitate organizations’ knowledge
data. Since knowledge can make its appearance to the real worétquisition efforts.
via conversations, docgments, and activities, observing such hu- In particular, this study extends ubiquitous computing to the
man outputs and applying the proposed methodology to them cagh o\ jedge acquisition process. The results suggest that ubiqui-
deliver a full-scale management of knowledge. tous computing can not only facilitate a more user-friendly com-

The SMART-ConKAS, a prototype system based on the proputing environment but also enable a more human-centered soci-
posed methodology, includes two main sub-modules that are symty. In addition, by applying the concept of context to the knowl-
chronized: the STT module and the SVM module. Therefore, the@dge management, this study identifies a way to enhance the qual-
accuracy of the SMART-ConKAS's output (i.e., its performance)ity of knowledge and makes it more context-oriented. Based on
depends solely on the performance of each sub-module. If theontext-rich knowledge, ordinary activities must become more
STT module cannot correctly recognize the knowledge holder'sonvenient and economic through the minimization of mistakes
speech, then outputs are naturally based on wrong or unide@nd costs.
tifiable topics. If the SVM module is not trained sufficiently,
then wrong outputs are naturally extracted. Thus, the quality\ck NOWLEDGMENT
of the sub-module determines the performance of the SMART-
ConKAS. Therefore, the determination of the most appropriate  This research was supported by Basic Science Research Pro-
sub-module for the SMART-ConKAS is a critical issue in this gram through the National Research Foundation (NRF) of Korea
paper. Of course, ensuring correct outputs from each sub-modufgnded by the Ministry of Education, Science and Technology
can address this problem, but this paper leaves this topic to futur@No.H00021).
research because it is beyond the scope of this paper.
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fore, a sentence-by-sentence analysis is necessary to clearly di
ferentiate one piece of knowledge from another. However, the = . .
SMART-ConKAS is designed to simply store the whole discus- Pervasive|EEE Pervasive Computing/ol.1 No.2, pp.42-

L . . . 48, 2002.
sion in terms of extracted topics. Although a discussion can be
considered as a piece of knowledge [1], each piece must be dis{2] Basu, A., Watters, C. and Shepherd, M., “Support Vector
tinctively identified for its realistic use. For this, sentences within Machines for Text CategorizationProceedings of the 36th
a discussion must be segmented, and each sentence must be an- Hawaii International Conference on System Scien2e62.
alyzed in terms of its accidence. In examining each part of a[3] chang, C.C. and Lin, C.J., LIBSYM: a li-
sentence, knowledge-resident parts must be analyzed by expert  prary for support vector machines available at
linguists. Although this paper also assumes that a discussionis a  http:/avww.csie.ntu.edu.tw/ cjlin/libsvm, 2001.
piece of knowledge, there should be a linguistic analysis of every
sentence to ensure the reliability of acquired knowledge.

f['1] Anerousis, N. and Panagos, E., “Making Voice Knowledge

[4] Davenport, T.H. and Prusak, MJorking Knowledge: How

N ) organizations manage what thet knottarvard Business
In addition, the absence of a universal as well as formal cor- School Press. 1998.

pus of contexts must be resolved. Such a corpus (namely prede- . ) .

fined context categories) can play an important role in labeling 5] Dumals, S Platt, ‘] Heckman, D., and S_ahaml, M., “Induc-
each branch of the ontology hierarchy, and thus, the number of t',Ve Igarﬂnmg algor!thms and representathns for text catego-
words that a system can understand varies according to the cor-  fzation”, Proceedings of the 7th International Conference
pus. This paper simply sets a corpus based on a project-reported on Information and Knowledge Managemet98.

category because there is no formal and universal corpus approf6] Edwards, J.S., Alifantis, T., Hurrion, R.D., Ladbrook, J.,
priate for the paper. Although there is Reuter-21578, a widely Robinson, S., and Waller, A., “Using a simulation model for
used corpus, it cannot be applied to this paper because of differ-  knowledge elicitation and knowledge managemestinu-
ences in the way in which the subjects are described. A number lation Modelling Practice and Theorwol.12, pp.527-540,

of researchers focusing on ontology development have attempted  2004.

AUTOMATIKA 54(2013) 4, 401414 413



Capture Knowledge on the Spot: Toward the Autonomous andBiee/Service of Context-Rich Knowledge Keedong Yoo

(7]

(8]

(9]

(10]

(11]

(12]

(13]

(14]

(15]

(16]

(17]

(18]

(19]

414

Huang, W. and Tao T., “Adding Context-awareness to WWW Browsing”, Proceedings of the 4th International
Knowledge Management in Modern Enterprisé3fpceed- Conference on knowledge-Based Intelligent Engineering
ing of the 2nd IEEE International Conference on Intelligent Systems & Allied Technologigp.756-759, 2000.
Systemspp.393-398, 2004. [20] Voida, S., Mynatt, E.D., Macintyre, B., and Corso,
Hsu, C.W., Chang, C.C., and Lin, C.J., G.M., “Integrating Virtual and Physical Context to Support

A Practical Guide to Support Vector Clas- Knowledge Workers” |EEE Pervasive Computingvol.1

sification: LibSVM  Tutorial  available at No.3, pp.73-79, 2002.
http://www.csie.ntu.edu.tw/"cjlin/papers/guide/guide.pdf, [21] Yan, H., Jiang, Y., Zheng, J., Fu, B., Xiao, S., and Peng,
2001. C., “The internet-based knowledge acquisition and man-

Joachims, T., “Text categorization with support vector ma- agement method to construct large-scale distributed medi-

chines: Learning with many relevant featureRfoceedings cal expert systems‘Computer Methods and Programs in
of the European Conference on Machine Learnib@o8. Biomedicing Vol.74, pp.1-10, 2004.

Kang, H., Suh, E., and Yoo, K., “Packet-based context/22] Yang, K.and Huh, S., "Automatic expert identification us-
aware system to determine information system user's con-  INd @ text categorization technique in knowledge manage-
text”, Expert Systems with Applicationsol.35 No.1-2, ment systems”Expert Systems with Applicatigngol.34,
pp.286-300, 2008. pp.1445-1455, 2008.

Kwan, M.M. and Balasubramanian, P., “KnowledgeScope:[ZS] Yoo, K., “SVM-based knowledge topig i.d.entificati(.)n to-
managing knowledge in contextDecision Support Sys- ward the autonomous knowledge acquisitiétiiceedings
tems Vol.35, pp.467-486, 2003. of the IEEE 9th International Symposium on Applied Ma-

o chine Intelligence and Informatics (SAMIpp.149-154,
Kwon, O. and Lee, J., “Text categorization based on k-nn 2011,

approach for web site classificatioihformation process-

ing and managemenvol.39, pp.25-44, 2003. [24] Yoo, K., “Autonomous and pervasive computing-based

knowledge service"| ecture Notes in Electrical Engineer-

Meyer, D., Leisch, F. and Hornik, K., “The support vector ing, Vol.156, pp.9-14, 2013
machine under testNeurocomputingVol.55, pp.169-186, ) o o
2003. [25] Zhou, J., Gilman, E., Palola, J., Riekki, J., Ylianttila, M.,

] ) and Sun, J., “Context-aware pervasive service composition
Mierswa, I., Wurst, M., Klinkenberg, R., Scholz, M., and and its implementation’Personal and Ubiquitous Comput-
Euler, T., “YALE: Rapid Prototyping for Complex Data ing, Vol.15, pp.291-303, 2011.

Mining Tasks”,Proceedings of the 12th ACM SIGKDD In-
ternational Conference on Knowledge Discovery and Data
Mining (KDD-06), 2006.

Nunes, V.T., Santoro, F.M., and Borges, M.R.S., “A
context-based model for Knowledge Management embod-
ied in work processes”]nformation SciencesVol.179,
pp.2538-2554, 2009.

Pallis, G., “Cloud computing: the new frontier of Inter-
net Computing”,IEEE Internet ComputingVol.14 No.5,
pp.70-73, 2010.

Rennie, J.D.M. and Rifkin, R., “Improving multiclass text

classification with the support vector machine”, CBCL Pa-

per #210/Al Memo #2001-026, Massachusetts Institute of AUTHORS’ ADDRESSES
Technology, Cambridge MA, October, 2001. Asst. Prof. Keedong Yoo, Ph.D.

Schmidt, A., Beigl, M., and Gellersen, H., “There is Rm238 Bldg of Social Science,

more to context than location"Computers and Graph- Dankook Univeristy(Cheonan Cam),

ics, Vol.23, pp.893-901, 1998, In Zhou, J., Gilman, E., 119 Dandae-ro, Dongnam-gu, Cheonan-si, Chungnam,
Palola, J., Riekki, J., Ylianttila, M., and Sun, J., “Context- Republic of Korea (330-714),

aware pervasive service composition and its implementa-email: kdyoo@dankook.ac.kr

tion”, Personal and Ubiquitous Computingol.15, pp.291-

303, 2011. Received: 2012-11-09
Takashiro, T. and Takeda, H., “A Context Based Approach Accepted: 2013-01-08
to Acquisition and Utilization of Personal Knowledge for

partment of MIS at Dankook University, South
Korea (kdyoo@dankook.ac.kr). He has B.S.
and M.S. in Industrial Engineering from the
POSTECH (Pohang University of Science and
_ Technology), South Korea; and a Ph.D. in Man-
| agement and Industrial Engineering from the
' POSTECH. His research interests include knowl-
edge management and service; intelligent and au-
tonomous systems; context-aware and pervasive
computing-based knowledge systems.

n Keedong Yoois an associate professor in the De-

AUTOMATIKA 54(2013) 4, 401414



