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Abstract
Road extraction from high resolution satellite images has been an important research topic for analysis of urban areas. In this paper road extraction based on PCNN and Chan-Vese active contour model are compared. It is difficult and computationally expensive to extract roads from the original image due to presences of other road-like features with straight edges. The image is pre-processed using median filter to reduce the noise. Then road extraction is performed using PCNN and Chan-Vese active contour model. Nonlinear segments are removed using morphological operations. Finally the accuracy for the road extracted images is evaluated based on quality measures.

Sažetak

INTRODUCTION
Automatic detection of roads from aerial and satellite images has been gaining an increasing attention in digital photogrammetry and computer vision. Research differs based on the type and resolution of input images, the primitives employed for road identification, experiment configurations, way of processing, general assumptions, and so on. The major problem to be overcome in this context is the complex structure of the images which contain several different objects such as roads, houses, trees etc. In order to appropriately detect roads from the whole image, the visual characteristics of roads should properly be modeled. An imaged object is defined and identified by its characteristics, which can be classified in five groups: photometric, geometric, topological, functional and contextual. Examples of these characteristics for an imaged road are:

- Roads are elongated (geometric);
- Road surface usually is homogeneous, at least in a certain portion of the image (photometric);
- Road surface often has a good contrast to its adjacent areas (photometric);
- Roads have a maximum curvature (geometric);
- Roads do no end without a reason(topological);
- Roads intersect and form a network (topologi-cal);
- Roads are means of communication between locations(functional);
• Roads may be indicated by a special distribution of trees (contextual);

These characteristics explain many features that are used by a human operator to recognize roads in an image. Especially the functional and contextual characteristics require intelligence in order to make the most of them in the image interpretation process. In practice, the prevailing road properties used in local tests are the spectrum of road materials such as concrete and asphalt, intensity edges at road sides, and the road surface intensity report. These photometric properties are united with the road shape constraints, geometric properties in road finding, tracking and linking procedures.

EXISTING WORK

A new object based road extraction strategy suitable for large scale image maps is elaborated in the paper /1/. The road extraction model is composed of two parallel processes; first one aims to detect straight line segments and the second process is responsible for finding road skeleton. An automatic road detection algorithm is studied by /2/ based on an edge detection and tracing strategy. A more specific road extraction algorithm proposed in /3/ focuses on the high resolution satellite images, and roads are considered as the regions having continuity and homogeneity properties. Therefore, the authors aim to detect road surfaces rather than road lines. The method suggested in the study /4/ employs mathematical morphology together with active contour model (snakes) to detect roads from high resolution satellite images.

In /5/, the authors combined the input taken from human operator with well-known Bayesian filters such as Kalman and particle filters.

In the research conducted by /6/, an automatic road extraction algorithm which operates on 15 meters LANDSAT Enhanced Thematic Mapper (ETM) panchromatic images is proposed. This study firstly defines the basic characteristics of roads according to their geometric, radiometric, topologic and contextual features. In /7/, another automatic road extraction algorithm using aerial images is proposed. They consider roads as long and thin structures depicting high contrast with respect to their neighborhoods. The features for this model are extracted by a rule based approach called toe-finding algorithm which mainly analyzes the directional variety of road or non-road footprints. In the Bayesian decision model a lognormal model distribution is constructed by using area-to-perimeter ratios of road footprints. In a more recent study, the authors propose a new method considering two main difficulties faced in the road extraction problem; identifying initial seeds and a robust tracking strategy. In this paper, road network extraction from high resolution satellite images has been developed based on PCNN and C-V Active Contour Model segmentations. The image is first enhanced using median filter. Image smoothening can be achieved in the spatial domain by a low-pass filtering process. Then the resulted image is segmented using PCNN and C-V active contour model. One of the popular approaches is active contour models or snakes, first introduced by Terzopoulos et al. /8/. The initial step is to start with a curve around the object to be detected, the curve moves towards to its interior normal and has to stop on the boundary of the object. The main disadvantage of the original snakes are their sensitivity to initial conditions and the difficulties associated with topological transformations. Caselles et al. /9/ thus introduced the first level set formulation for the geometric active contour model in a non-variational setting and later in a variational form /10/, /11/. A major advantage of the level set approach /12/ is the ability to handle complex topological changes automatically. However, all above active contour models are depend on the gradient of the given image to stop the evolution of the curve. Based on the Mumford-Shah functional /13/ for segmentation, Chan and Vese /14/, /15/ proposed a new level set model for active contours to detect objects whose boundaries are not necessarily defined by a gradient.

Chan-Vese model for active contours /16/ is an efficient and flexible method which is able to segment many types of images, including which would be difficult to segment in means of "classical" segmentation - i.e., using thresholding or gradient based methods. The model is based on an energy minimization problem, which is reformulated in the level set formulation, which makes easier to solve the problem. In 1989, Eckhorn introduced a neural model to emulate the mechanism of cat's visual cortex. The Eckhorn model
provided a simple and effective tool for studying small mammal's visual cortex, and was soon recognized as having significant application in image processing. In 1994, the Eckhorn model was adapted Johnson, who termed this algorithm Pulse-Coupled Neural Network. Over the past decade, PCNNs have been utilized for a variety of image processing applications, including: image segmentation, feature generation, face extraction, motion detection, region growing, noise reduction, and so on. The basic property of the Eckhorn's linking-field model (LFM) is the coupling term. LFM is a modulation of the primary input by a biased offset factor driven by the linking input. These drive a threshold variable that decays from an initial high value. When the threshold drops below zero it is reset to a high value and the process starts over. This is different than the standard integrate-and-fire neural model which accumulates the input until it passes an upper limit and effectively "shorts out" to cause the pulse. This difference causes LFM to be able to sustain pulse bursts, something the standard model does not do on a single neuron level. It is valuable to understand, however, that a detailed analysis of the standard model must include a shunting term due to the floating voltages level in the dendritic compartment(s), and in turn this causes an elegant multiple modulation effect that enables a true higher-order network (HON) /17/
Multidimensional pulse image processing of chemical structure data using PCNN has been discussed by Kinser, et al. /18/.

A simplified PCNN called a spiking cortical model was developed in 2009. /19/ The stimulus for the PCNN is typically a 2D gray scale or color image. The PCNN will transform this input into a series of binary images. The internal feedback among the neurons allows similar pixels, i.e. pixels of similar intensity, to cluster into groups. The PCNN has the ability to map spatial input to temporal output (i.e. convert the input magnitude to a time domain pulses). PCNN are different from classical neural network models, since no training is required. The properties of the PCNN can be adjusted by changing threshold levels and decay time constants. Other interesting features include the ability to detect edges, find texture information, segmentation etc. The same work is done here in this chapter similarly in previous chapter except the segmentation technique here

used is based on PCNN. A segmentation operation followed by morphological operation /20/ renders structural evaluation of the road parts within the multi-resolution analysis framework. The extracted features are fed into performance analysis based on the metrics precision, recall and accuracy. Fig.2.1 depicts the flow-chart of the proposed method. The paper is organized as follows. Section III deals with the algorithm. Experimental results are depicted in Section IV. Performance Analysis is evaluated in the algorithm. Finally it ends with conclusion in Section VI.

I. THE ALGORITHM

The algorithm has four steps. They are described in details below.

![Flowchart of this algorithm](image)

II. DATA PREPROCESSING

ENHANCEMENT IN SPATIAL DOMAIN

Most images are affected to some extent by noise that is unexplained variation in data instability in image intensity whichever uninterpretable or not of interest. Image analysis is often simplified if this noise can be filtered out. In an analogous way filters are used in chemistry to free liquids from suspended impurities by passing them through a layer of sand. Filters provide an aid to visual interpretation of images, and can also
be used as a precursor to further digital image processing.

Most of the methods considered operated on each pixel separately. Filters change a pixel’s value taking into account the values of neighboring pixels. They may either be applied directly to images, or after transformation of pixel values.

**Nonlinear filters** - that is, all filters which are not linear are more different and difficult to categorize, and are still an active area of research. They are potentially greater than linear filters because they are able to reduce noise levels without simultaneously blurring edges. However, their theoretical foundations are far less secure and they can produce features which are entirely specious. Therefore care must be taken in using them.

**NONLINEAR SMOOTHING FILTERS**

In filtering to reduce noise levels, linear smoothing filters inevitably blur edges, because both edges and noise are high-frequency components of images. Nonlinear filters are able to simultaneously reduce noise and preserve edges. However:

- There are an incomprehensible number of filters from which to choose,
- They can be computationally expensive to use,
- They can generate spurious features and distort existing features in images.

Therefore they should be used with caution. The simplest, most studied and most widely used nonlinear filter is the moving median. It will be considered in Histogram-based filters, together with similar filters based on the histogram of pixel values in a neighbourhood.

**HISTOGRAM-BASED FILTERS**

The Moving Median Filter is similar to the moving average filter, except that it produces as output at a pixel the median, rather than the mean, of the pixel values in a square window centered around that pixel. (The median of a set of numbers is the central one, once they have been sorted into ascending order. For example, the median of \{1, 0, 4\} is 1, whereas the mean is 5/3)

For a filter of size \((2m + 1) X (2m + 1)\) the output is

\[
g_{ij} = \text{median} \{f_{i+k,j+l} : k, l = -m,\ldots, m\}
\]

for \(i, j = (m + 1),\ldots, (n - m)\).

An easily programmed way of computing the moving median filter would be to sort the set of pixel values \(\{f_{i+k,j+l} : k, l = -m,\ldots, m\}\) into ascending order, then assign to \(g_{ij}\) the middle ranked value, and do this independently for every value of \(i\) and \(j\) from \((m+1)\) to \((n - m)\). This approach is computationally slow and grossly inefficient. Huang, Yang and Tang (1979) presented a fast recursive algorithm for applying the median filter provided that the number of intensity levels of the image is not too great (no greater than 256 for example). It is based on a local histogram which is updated from one neighbourhood of pixel values to the next and from which the median can be extracted without having to sort the set of \((2m + 1)^2\) pixel values.

Their algorithm is as follows.

For each row of the image, \(i = (m + 1),\ldots, (n - m)\), perform steps 1 to 9:

1. Set \(j = m + 1\)
2. Calculate the histogram of \(\{f_{i+k,j+l} : k = -m,\ldots, m\}\) and simultaneously update \(N\) to remain equal to the number of pixels in the histogram which are less than \(M\)
3. Set \(M = \text{median value in the histogram and} N = \text{number of pixels in histogram which are less than} M\)
4. Increase \(j\) by 1
5. Update the histogram to include \(\{f_{i+k,m} : k = -m,\ldots, m\}\) and exclude \(\{f_{i+k,m-1} : k = -m,\ldots, m\}\) and simultaneously update \(N\) to remain equal to the number of pixels in the histogram which are less than \(M\)
6. If \(N > \frac{1}{2} (2m + 1)^2\) then reduce \(M\) by 1, update \(N\) and repeat this step as many times as is necessary until the inequality is no longer satisfied, then go to step 8.
7. If \(N + \text{(number of pixels equal to} M) < \frac{1}{2} (2m + 1)^2\) then increase \(M\) by 1, update \(N\) and repeat this step as many times as is necessary until the inequality is no longer satisfied.
8. Set \(g_{ij} = M\)
Nonlinear filters are not additive: repeated application of a median filter is not equivalent to a single application of a median filter using a different size of window. By making repeated use of a nonlinear smoothing filter with a small window, it is sometimes possible to improve on noise reduction while retaining fine details which would be lost if a larger window was used. Fig 4.2 b shows the result after 3 X 3 median filter applied to the satellite image.

**Level Set formulation**

Redefine the problem in level set formalism, instead of searching for the solution in terms of C. In the level set method, \( C \subset \Omega \) is represented by the zero level set of some Lipschitz function \( \Phi: \Omega \rightarrow \mathbb{R} \):

\[
\begin{align*}
C &= \{ (x, y) \in \Omega : \Phi(x, y) = 0 \} \\
\text{inside}(C) &= \{ (x, y) \in \Omega : \Phi(x, y) > 0 \} \\
\text{outside}(C) &= \{ (x, y) \in \Omega : \Phi(x, y) < 0 \}
\end{align*}
\]

(2-3)

In the following implementation, given a contour \( C \), \( q(x, y) \) is defined as the signed distance function from \( C \), where outside \( C \) the sign of \( q(x, y) \) is negative.

The object is to evolve \( x, y \), when the evolved contour \( C \) in each time \( t \) is the zero level set of \( \Phi(x, y, t) \).

9. Return to step 4 if \( j < n-m \).

This algorithm median filter is as fast as linear filters to compute. (Note that it can be applied equally efficiently in a circular window, or any other convex region. The algorithm can also be adapted to find neighbourhood minima and maxima).

**Nonlinear filters are not additive:** repeated application of a median filter is not equivalent to a single application of a median filter using a different size of window. By making repeated use of a nonlinear smoothing filter with a small window, it is sometimes possible to improve on noise reduction while retaining fine details which would be lost if a larger window was used. Fig 4.2 b shows the result after 3 X 3 median filter applied to the satellite image.

A. **Chan-Vese Active Contour Model Based Segmentation**

Let \( \Omega \) be a bounded open set of \( \mathbb{R}^2 \), with \( \partial \Omega \) its boundary. Let \( u_0 : \bar{\Omega} \rightarrow \mathbb{R} \) be a given image, and \( C(s) \) is a piecewise \( C1 \) \([0,1]\) parameterized a curve.

Let's denote the region inside \( C \) as \( \omega \), and the region outside \( C \) as \( \bar{\Omega} \setminus \omega \). \( \omega \) will denote the average pixels' intensity inside \( C \), and \( \bar{\omega} \) will denote the average intensity outside \( C \) (i.e., \( c=\bar{c}(C), \bar{c}=c(C) \)).

The objective of Chan-Vese algorithm is to minimize the energy functional \( F(c_1, c_2, C) \), defined by:

\[
F(c_1, c_2, C) = \mu \cdot \text{Length}(C) + v \cdot \text{Area}(\text{inside}(C)) + \lambda_1 \int_{\text{inside}(C)} | \mu_2(x, y) - c_1 |^2 \, dx \, dy + \lambda_2 \int_{\text{outside}(C)} | \mu_1(x, y) - c_2 |^2 \, dx \, dy
\]

(2-1)

Where \( \mu \geq 0, v \geq 0, \lambda_1, \lambda_2 > 0 \) are fixed parameters (should be determined by the user). As suggested by the paper, the preferred settings are \( v = 0, \lambda_1 = \lambda_2 = 1 \). The term \( \text{Length}(C) \) could be rewritten more generally as \( (\text{Length}(C))^p \) for \( p \geq 1 \), but usually \( p=1 \).

Here, we are looking for \( c_1, c_2, C \) that will be the solution to the minimization problem:

\[
\inf_{c_1, c_2, C} F(c_1, c_2, C)
\]

(2-2)
In a similar way:
\[
\int_{\Omega} [p(x,y) - c_1] \, dx \, dy = \int_{\Omega} [p(x,y) - c_1] H(\Phi(x,y)) \, dx \, dy
\]
\[
\int_{\Omega} [p(x,y) - c_1] \, dx \, dy = \int_{\Omega} [p(x,y) - c_1] H(\Phi(x,y)) \, dx \, dy
\]

The average intensities:
\[
c_1 = \frac{\int_{\Omega} p(x,y) \, dx \, dy}{\int_{\Omega} 1 \, dx \, dy}
\]
\[
c_2 = \frac{\int_{\Omega} p(x,y) \, dx \, dy}{\int_{\Omega} 1 \, dx \, dy}
\]

The above equations lead to the energy functional in terms of \((c_1, c_2, \Phi)\) where \(c_1 = c_1(q), c_2 = c_2(q)\) and \(\delta(x)\) is a Dirac delta function:
\[
\int_{\Omega} \left[ \frac{1}{2} \| \nabla \Phi(x,y) \|^2 + \frac{1}{2} H(\Phi(x,y)) \right] \, dx \, dy + \int_{\Omega} [p(x,y) - c_1] H(\Phi(x,y)) \, dx \, dy + \int_{\Omega} [p(x,y) - c_1] H(1 - \Phi(x,y)) \, dx \, dy
\]
\[
(2-4)
\]

Observe the terms in equation 3-4, the evolution of the curve is influenced by two terms (\(\nu\) is usually set to 0, so we will ignore it): the curvature regularizes the curve and makes it smooth during evolution; the "region term" \(-\lambda_1(u_1 - c_1)^2 + \lambda_2(u_0 - c_2)^2\) affects the motion of the curve [5].

The term \(\mu \int_{\Omega} \delta(x) |\nabla \Phi(x,y)| \, dx \, dy\) is the penalty on the total length of the curve C. For example, if the boundaries of the image are quite smooth, give \(\mu\) a larger value, to prevent C from being a complex curve.

\(\lambda_1, \lambda_2\) affect the desired uniformity inside C and outside C, respectively. For example, Set \(\lambda_1 < \lambda_2\) when we expect an image with quite uniform background and varying grayscale objects in the foreground.

Using Euler-Lagrange equations and the gradient-descent method, it is shown in the paper that \(\Phi(x,y)\) which minimizes the energy \(F(c_1, c_2, \Phi)\) satisfies the PDE (t is an artificial time):

\[
\frac{\partial \Phi}{\partial t} = \delta(\Phi) \left[ \mu \left( \frac{\partial \Phi}{\partial \Phi} \right) - \frac{\partial}{\partial \Phi} \left( \frac{\partial \Phi}{\partial \Phi} \right) \right] - \lambda_1 (u_1 - c_1)^2 + \lambda_2 (u_0 - c_2)^2
\]

\[
(2-5)
\]

Where \(\kappa(\Phi)\) is the curvature of the evolving curve (for some specific height level in \(\Phi\)). The curvature can be calculated using the spatial derivatives of \(\Phi\) up to second order:

\[
\kappa(\Phi) = \frac{\Phi_x \Phi_y^2 - 2 \Phi_x \Phi_y \Phi_{xx} + \Phi_{xx}^2}{(\Phi_x^2 + \Phi_y^2)^{3/2}}
\]

\[
(2-6)
\]

**Numerical scheme**

First, define regularizations of \(H(x)\) and \(\delta(x)\) (where \(\delta(x) = \frac{d}{dx} H(x)\)):

\[
H_j(x) = \frac{1}{2} \left( 1 + \frac{x}{\pi \rho} \right)
\]

\[
\delta(x) = \frac{1}{\pi} \frac{\rho}{\rho^2 + x^2}
\]

(2-7)

For some constant \(\varepsilon > 0\). The values used in the simulations are \(\varepsilon = h = 1\), where \(h\) is the space step (it is reasonable to choose \(\varepsilon = h\), since \(h\) is the smallest space step in the problem). These regularizations achieve good results in simulations, as described in the paper, that they normally lead to the global minimum of the energy.

Let's define \(\Phi^{n+1}_{i,j} = \Phi(n \Delta t, x_i, y_j)\) where \(\Delta t\) is the time step. The PDE can be discretized by using the following notations for spatial finite differences (where \(h = h_y = h_x = h\)):

\[
\Delta_x \Phi^{n+1}_{i,j} = \frac{(\Phi^{n+1}_{i+1,j} - \Phi^{n+1}_{i-1,j})}{h},
\]

\[
\Delta_y \Phi^{n+1}_{i,j} = \frac{(\Phi^{n+1}_{i,j+1} - \Phi^{n+1}_{i,j-1})}{h},
\]

\[
\Delta_{x^2} \Phi^{n+1}_{i,j} = \frac{(\Phi^{n+1}_{i+1,j} - 2 \Phi^{n+1}_{i,j} + \Phi^{n+1}_{i-1,j})}{h^2},
\]

\[
\Delta_{y^2} \Phi^{n+1}_{i,j} = \frac{(\Phi^{n+1}_{i,j+1} - 2 \Phi^{n+1}_{i,j} + \Phi^{n+1}_{i,j-1})}{h^2},
\]

\[
\Delta_{x^2 y^2} \Phi^{n+1}_{i,j} = \frac{(\Phi^{n+1}_{i+1,j+1} - 2 \Phi^{n+1}_{i,j+1} + \Phi^{n+1}_{i+1,j-1} - 2 \Phi^{n+1}_{i,j} + \Phi^{n+1}_{i-1,j+1} - 2 \Phi^{n+1}_{i-1,j} + \Phi^{n+1}_{i-1,j-1})}{h^4},
\]

The linearized, discretized PDE becomes:
The solution of this equation, $\Psi^*$, will have the same zero level set as $\Phi(x,y,t)$, and away from this level set, $|\nabla \Psi|$ will converge to 1, as it should be for a distance function.

The numerical equation for equation 11:

$$\Psi^{n+1} = \Psi^n - \Delta \text{sign}(\Phi(x,y,t)) G(\Psi^n)$$

(2-11)

Where the "flux" $G(\Psi^n)$ is defined using the notations $a, b, c, d, defined by:

$$a = (\Delta \Psi^*/h) = (\Psi_{i,j} - \Psi_{i+1,j})/h$$

$$b = (\Delta \Psi^*/h) = (\Psi_{i,j} - \Psi_{i,j+1})/h$$

$$c = (\Delta \Psi^*/h) = (\Psi_{i,j+1} - \Psi_{i,j})/h$$

$$d = (\Delta \Psi^*/h) = (\Psi_{i,j} - \Psi_{i-1,j})/h$$

and

$$G(\Psi^n) = \begin{cases} 
\max[(a)^2,(b)^2] + \max[(c)^2,(d)^2] - 1, & \Phi(x,y,t) > 0 \\
0, & \text{otherwise}
\end{cases}$$

(2-12)

where $a^+ = \max(a,0), a^- = \min(a,0)$ and so on.

**Summary of the algorithm**

1. Initialize $\Phi^{n=0}$ to some Lipschitz function $\Phi^0$
2. Compute $c_i(\Phi^0, c_j(\Phi^0)$
3. Solve the PDE of equation 9
4. Reinitialize $\Phi^{n+1}$ as be the signed distance function to $|\Phi^{n+1}| = 0$ by using equation 11
5. Check if the solution is stationary. If not, continue. Else, stop.

The process should be stopped when $Q = \sum_{x,y} |\Phi^{n+1} - \Phi^n| \leq \Delta t h^2$ (this should be checked at stage no. 5) where $M$ is the number of grid points which satisfy $|\Phi_{i,j} < h |$, because $\Phi(x,y,t)$ is not expected to change anymore (except for maybe some small numerical changes).

The result of this algorithm is shown in Fig.4.2c. Initializing a small curve inside the re-
region of interest shown in Fig 4.2d and allowing it to grow outwards until it reaches the desired boundary as in Fig.4.2e- Fig.4.2i. Finally, a segmented image with closed boundary was obtained as shown in Fig.4.2).

B. Pulse Coupled Neural Network Based Segmentation

A PCNN is a neural network algorithm that, when applied to image processing, gives a series of binary pulsed signals, each associated to one pixel or to a cluster of pixels. It belongs to the class of unsupervised artificial neural networks in the sense that it does not need to be trained. The network consists of nodes with spiking behaviour interacting with each other within a pre-defined grid. The architecture of the network is simpler than other neural network implementations: there are no multiple layers that pass information to each other. PCNNs only have one layer of neurons, which receives input directly from the original image, and form the resulting pulse image. The feeding compartment receives both an external and a local stimulus, whereas the linking compartment only receives the local stimulus. The third compartment is represented by an active threshold value. When the internal activity becomes larger than the threshold the neuron fires and the threshold sharply increases. Afterwards, it begins to decay until once again the internal activity becomes larger. Such a process gives rise to the pulsing nature of the PCNN. Fig.4.4 illustrates the block architecture of PCNN.

More formally, the system can be defined by the following expressions:

\[ F_{ij}[n] = e^{\alpha_F}F_{ij}[n-1] + S_{ij} + V_F \sum_k M_{ijkl}Y_{kl}[n-1] \]  
(2-13)

\[ L_{ij}[n] = e^{\alpha_L}L_{ij}[n-1] + V_L \sum_k W_{ijkl}Y_{kl}[n-1] \]  
(2-14)

where \( \alpha_F \) and \( \alpha_L \) is a decay constant, \( S_{ij} \) is the input to the neuron \((ij)\) belonging to a 2D grid of neurons, \( F_{ij} \) is the value of the feeding compartment and \( L_{ij} \) is the corresponding value of the linking compartment. Each of these neurons communicates with neighbouring neurons \((kl)\) through the weights given by \( M \) and \( W \) respectively. \( M \) and \( W \) traditionally follow very symmetric patterns and most of the weights are zero. \( Y \) indicates the output of a neuron from a previous iteration \([n-1]\). All compartments have a memory of the previous state, which decays in time by the exponent term. The constant \( V_F \) and \( V_L \) are normalizing constants. The state of the feeding and linking compartments are combined to create the internal state of the neuron, \( U \). The combination is controlled by the linking strength, \( \beta \).

The internal activity is given by:

\[ U_{ij}[n] = F_{ij}[n](1 + \beta L_{ij}[n]) \]  
(2-15)

The internal state of the neuron is compared to a dynamic threshold, \( \Theta \), to produce the output, \( Y \), by:

\[ Y_{ij}[n] = \begin{cases} 1, & \text{if} \ U_{ij}[n] > \Theta_{ij}[n] \\ 0, & \text{otherwise} \end{cases} \]  
(2-16)

The threshold compartment is described as:

\[ \Theta_{ij}[n] = e^{\theta_0} \Theta_{ij}[n-1] + V_\theta Y_{ij}[n] \]  
(2-17)

Where \( V_\theta \) is a large constant generally more than one order of magnitude greater than the average value of \( U \).

The algorithm consists of iteratively computing Equation 4-1 through Equation 4-5 until the user decides to stop. Each neuron that has any stimulus will fire at the initial iteration, creating a large threshold value. Then, only after several iterations the threshold will be small enough to allow the neuron to fire again. The result of this algorithm is shown in Fig.4.3a.
C. Removal Of Small Regions

After segmentation, the image can be viewed as road and non road features where the road is an elongated region contain maximum area and other non road features such as trees buildings, houses have minimum area. In this module, image which containing minimum region area is set to false and maximum region area is set to true to retain the road features. The result of this module is shown in Fig. 4.2k, 4.3b.

Morphological Operations

By making any pixel less than T as 0 to detect roads, there are chances of detecting dark vehicles, shadows, and trees, which have intensity values less than T (i.e. range similar to that of roads). It can be observed that roads are dark in color. It can also be observed that there are some isolated black pixels, which correspond to dark vehicles, shadows, and trees. To minimize the detection of shadows, dark vehicles, and trees, apply morphological operations: Clean, Dilate, Close, and Thin to the binary image.

Clean: Remove isolated pixels (1’s surrounded by 0’s).

Dilate: Pixels beyond the image border are assigned the minimum value afforded by the data type. For binary images, these pixels are assumed to be set to 0. For grayscale images, the minimum value for uint8 images is 0.

Close: Dilates an image and then erodes the dilated image using the same structuring element for both operations.

Thin: It removes pixels so that an object without holes shrinks to a minimally connected stroke, and an object with holes shrinks to a connected ring halfway between each hole and the outer boundary.

These morphological operations are inbuilt functions of MATLAB Image Processing Toolkit.

As a result of these four morphological operations, most of the isolated dark pixels will be eliminated. In the particular case where large areas are covered by trees and vegetation (with intensity values in the range of roads), the possibilities of being eliminated are minimal. This is due to the fact that these large areas are not isolated set of pixels and the morphological operations, which are restricted to a 3-by-3 block of pixels, will not eliminate them. If try to increase the size of the block, there are possibilities of missing the roads. Fig.4.2-l,m and Fig.4.3-c,d show the binary image obtained after applying the morphological operations.

IV PERFORMANCE ANALYSIS

A. Introduction

Human beings play an essential role in evaluating the quality of image segmentation. The subjective evaluation has been long regarded as the most reliable assessment of the segmentation quality. In addition, even for segmentations which are visually close, different human observers may give inconsistent evaluations. As an alternative, the objective evaluation methods, which aim to predict the segmentation quality accurately and automatically, are much more expected.

The existing objective evaluation methods can be classified as ground-truth based ones and non-ground-truth based ones. In non-ground-truth based methods, the empirical goodness measures are proposed to meet the heuristic criteria in the desirable segmentations. Then the score is calculated based on these criteria to predict the quality of segmentation.

The ground-truth based methods measure the difference between the segmentation result and the human-labeled ground truths. They are more intuitive than the empirical based measures, since the ground truths can well represent the human-level interpretation of an image.

Considering only the region boundaries, these measures are more sensitive to the dissimilarity between the segmentation and the ground truths than the region based measures. Some other measures use non-parametric tests to count the pairs of pixels that belong to the same region in different segmentations.

In this work, focus on evaluating segmentation results with ground truth. The existing methods of this kind prefer matching the given whole segmentation with ground truths for evaluation. However, the available human-labeled ground truths are only a small fraction of all the possible interpretations of an image. The available dataset of ground truths might not contain the desired ground truth which is suitable to match the input segmentation. Hence such kind of comparison often leads to a certain bias on the result or is far from the goal of objective evaluation.
To design a segmentation quality measure this could generalize the configurations of the segmentation and preserve the structural consistency across the ground truths. To measure the quality of the segmentation, a composite ground truth can be adaptively produced to locally match the segmentation as much as possible. It will integrate all these factors for a robust evaluation. Fig.3.1 illustrates the flowchart of the proposed framework [22].

Firstly a new composite ground truth is adaptively constructed from the ground truths in the database, and then the quantitative evaluation score is produced by comparing the input segmentation and the new ground truth.

The standard similarity measures, such as Precision, Recall and Accuracy compare the segmentation with the whole ground truths, producing a matching result based on the best or the average score.

**Ground-Truth**

The object extraction was performed by marking pixels on the object border using a graphics tablet, and subsequently filling the object interior. The result is a series of binary masks, one for each object in the dataset, where zero valued pixels denote the background and non-zero valued pixels denote the object. Creating a 100% pixel accurate ground-truth is, in general, impossible due to the ambiguity in the true positions of the border pixels. It is necessary, however, when creating a binary ground-truth to decide which pixels belong to the object and which pixels belong to the background. To handle this ambiguity in the object border pixels, a simple heuristic was applied: retain pixels that appear to contain some of the objects color along the object border, and that do not appear to be image compression artifacts. This heuristic was chosen so that each pixel along the border would be, on average half-inside and half-outside the true form of the foreground object [23]. Fig.3.2 shows the ground truth of the test image.

**B. Performance Metrics**

1. **Segmentation Accuracy**
   
The percentage of segmentation accuracy can be defined as [55],

\[
\%\text{Segmentation Accuracy} = \frac{\text{Number of correctly classified pixels for segmented area}}{\text{Total number of pixels}}
\]  

(5-1)

2. **Precision-Recall Measures**
   
The precision and recall values used to characterize the agreement between the oriented boundary edge elements (termed edgels) of region boundaries of two segmentations. Given two segmentations, S and R, where S is the result of segmentation and R is the ground truth, precision is proportional to the fraction of edgels from S that matches with the ground truth R, and recall is proportional to the fraction of edgels from R for which a suitable match was found in S.

\[
P = \frac{\text{Matched}(S, R)}{|S|} \quad \text{Recall} = \frac{\text{Matched}(R, S)}{|R|}
\]  

(5-2)

Where |S| and |R| are the total amount of boundary pixels in probabilistic terms, Precision is the probability that the result is valid, and recall is the probability that the ground truth data was detected. A low recall value is typically the result of under-segmentation and indicates failure to capture salient image structure. Precision is low when there is significant over-segmentation, or when a large number of boundary pixels have greater localization errors than some threshold δmax. However, since these measures are not tolerant to refinement, it is possible for two segmentations that are perfect mutual refinements of each other to have very low precision and recall scores [24].

**V EXPERIMENTAL RESULTS**

The experiment is conducted in the image using the algorithms PCNN and Chan-Vese active contour model and their results shown in Fig.4.1.with required statistical parameters and their results are presented in Table 4.1. If the value of accuracy is higher then the segmentation approach is better.

**A. Performance Evaluation**

The Performance analysis chart shown in Fig.4.1.reveals that the accuracy of PCNN is higher than Chan-Vese active contour method and
also the precision and recall are higher than it. Comparatively the PCNN algorithm provides good result. So it was observed that the method PCNN performs better compare to Chan-Vese active contour approach.

VI CONCLUSION

By using the two algorithms, better results are obtained for Pulse coupled neural network based segmentation. An active contours based on techniques of curve evolution, Chan-Vese algorithm for segmentation and level sets is a good and accurate method to detect object (region) boundaries, to isolate and extract individual components from our digital image. It is possible to detect objects whose boundaries are not necessarily defined by gradient by, where the stopping term does not depend on the gradient of the image, as in the classical active contour.

The Chan-Vese algorithm for image segmentation and its result shown that it is effective on a segmentation of image. It is especially useful in cases where an edge-based segmentation algorithm will not suffice, since it relies on global properties (graylevel intensities, contour lengths, region areas) rather than local properties such as gradients. This means that it can deal gracefully with noisy images, blurry images, and images where the foreground region has a complicated topology (multiple holes, disconnected regions, etc).

Although the test image took under a minute to segment, the Chan-Vese algorithm is prohibitively slow for some applications. Depending on the type and size of the image and the number of iterations needed, the segmentation can take several seconds, which is too slow to keep up with typical video frame rates. A segmentation method based on a model of the pulse coupled neural network was implemented and tested on satellite image. Certain adaptations were necessary in order to use the PCNN as an image analysis tool. These adaptations include the modification of the neuron’s feeding field, the single pulse neuron, single time step linking, and a single threshold decay variable used by all neurons. These modifications to the model neuron resulted in over an order of magnitude performance increase as well as reducing the memory requirements by over thirty percent. This work clearly demonstrates that the PCNN can be used as an effective image segmentation tool compared to Chan-Vese active contour model.
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Fig. 4.3 a. Result of PCNN based segmentation b. Result after removal of small regions c,d. Result after applying morphological operations e. Extracted Roads

Fig. 3.1 Flowchart of the segmentation evaluation framework.

TABLE 4.1

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chan-Vese</td>
<td>0.0350</td>
<td>0.1378</td>
<td>0.8647</td>
</tr>
<tr>
<td>Active Contour</td>
<td>0.3802</td>
<td>0.4803</td>
<td>0.9712</td>
</tr>
<tr>
<td>Model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCNN</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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