AN IMPROVED SALIENCY DETECTION ALGORITHM BASED ON ITTI’S MODEL
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Visual attention mechanism (VAM) automatically ignores the superfluous information and pays attention to the most significant objects when people are watching the pictures. There are numerous bottom-up visual attention computational models to detect the salient area of an image. In this paper, an improved visual attention computational model based on Itti’s model is proposed, which is comprised of three components. Firstly, the lower-level primitive image features are extracted from CIEL*a*b* color space instead of RGB color space; secondly, the feature images are decomposed into wavelet pyramids by wavelet-based multi-scale transform. Thirdly, a new strategy is used to combine all conspicuity maps into a final saliency map with different weights, which are proportional to the contribution of each conspicuity map. Compared with Itti’s models, subjective experiments prove that the approach proposed in this paper is more effective.
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1 Introduction

With the rapid development of multimedia information and Internet technology, images are increasingly become the essential carrier of spreading information. Selective VAM is one of the most crucial mechanisms of the human visual system (HVS), which can effectively eliminate the interference of redundant visual information and focus on the interested region when observing an image. It significantly reduces the complexity of the information processing and improves the processing speed.

Many visual attention computational algorithms were proposed to simulate what is likely to attract the attention of observers. There are two different VAM: bottom-up and top-down [1, 7, 11, 17]. The bottom-up visual attention is a data-driven process, human selectively focus on salient parts according to a variety of early visual features of the input image because of the primitive selective attention. The top-down visual attention is a directed task-driven process, human pays attention on the elements which is similar to the observer's goal. The prior knowledge [12, 13, 16] influences the recognition ability in top-down processing. It is generally considered that the top-down process is based on the bottom-up process.

1.1 Previous computational models

During the past several decades, many algorithms of bottom-up visual attention have been proposed [2 ÷ 6, 8, 10, 14 ÷ 16], which are generally divided into four categories [3, 4]:

1) Space-based model: The classical model is Itti’s model. Itti et al. devised a visual attention model based on the behaviour and neuronal architecture of the primates’ early visual system in 1998 [10]. Recently, Valenti et al. submitted a saliency detection model by calculating the centre-surround differences of edges, colour, and shape of images [16].

2) Frequency-based model: The classical model is SR model. Hou et al. devised a saliency detection model based on a concept defined as spectral residual (SR) in 2007 [8]. Guo et al. discard the amplitude spectrum and utilize the original phase spectrum of the image to design a phase-based saliency detection model (FQFT) [5] by inverse Fourier transform (IFT).

3) Object-based model: According to schema theory, the unit of selective visual attention is perceptual object created by Gestalt rules. Bruce et al. described visual attention based on the principle of maximizing information [2]. Liu et al. used the technology of machine learning to obtain the saliency map of images [14].

4) Graph-based model: According to schema theory, selective visual attention selects different features of object. The classical model is GBVS model. A graph-based visual saliency (GBVS) model was proposed by Harel et al. The model used a better dissimilarity measure for saliency than Itti’s model [6]. Later, a saliency detection model based on the colour and orientation distributions in images was designed by Gopalakrishnan et al. [4].

1.2 The motivation of this paper

Itti’s model is generally thought to be a classic one in models mentioned above, which is widely used to detect the salient area for some given scene.

As the retina cells can identify the early visual
characteristics such as the intensity, colour opponency and orientation, Itti’s model uses these features as the primitive information. In data pre-treatment phase, the features are represented in a series of multilayer Gaussian pyramids after linear filtering. Then three conspicuity maps corresponding to three visual features are separately obtained by calculating the centre-surround differences of [10]. The final saliency map is achieved by the mean value of three conspicuity maps, as shown in Fig. 1.

Itti’s model is now widely recognized and applied in the fields of computer vision, such as object recognition, image compression and coding. However, there still are some shortcomings of Itti’s model. Firstly, it does not take into account different resolution of original images. That is, for all of the input images, Gaussian pyramid obtained by Itti’s model has the same structure with 9 layers. The size of saliency map is only 1/256 of the original image; secondly, Itti’s saliency map calculated by the multi-scale center-surround differences cannot reflect the whole significant area but the exact location of the significant point; thirdly, it is not easy to determine the size and shape of significant area. The shape of significant area by Itti’s model is a circular region with a fixed radius regardless of different size of attention area, which sometimes may contain too many background regions and ignore the integrity of the interesting target.

In most cases, the saliency map gotten from Itti’s model is not accurate enough because of these shortcomings, as shown in Fig. 2. It is clear that the saliency maps from Itti’s model contain some error points out of salient area and the results are also incomplete for salient object, which is different from eye tracking recording at the second column.

The purpose of this study is to improve Itti’s model further and obtain a more accurate saliency map. Our improved model focuses on the bottom-up approach. This paper is arranged as follows. In Section 2, the improved algorithm is elucidated in detail. In Section 3, the results of the improved model and Itti’s model are compared with the eye tracking experimental results. Finally, the paper draws the conclusions by summarizing our work.

**2 The improved visual attention model**

In this paper, the proposed model is more in accord with the human vision system. The overall work flow of the new model is depicted in Fig. 3.

The improved model includes the following four modules. Firstly, extract the early visual features from the CIEL*a*b* colour space. Secondly, establish the wavelet pyramids. Thirdly, calculate the centre-surround differences to simulate the function of human visual receptive fields. Lastly, obtain the final saliency map by combining all conspicuity maps with different weights proportional to the saliency of each conspicuity map.

**2.1 Colour space conversion**

The RGB colour space is used in Itti’s model. It is difficult for image processing and analysis since the RGB colour space is non-uniform perceptually and depending on the display equipment. Different from Itti’s model, the CIEL*a*b* colour space is used in our model instead of RGB colour space. One of the most significant properties
of the CIELa*b* colour space is more perceptually uniform and device independence. This means that a change of the colour value will produce homogeneous change of visual saliency and the colours do not depend on the device they are displayed on or their nature of creation.

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} = \begin{bmatrix}
0.4125 & 0.3576 & 0.1805 \\
0.2126 & 0.7152 & 0.0722 \\
0.0193 & 0.1192 & 0.9505
\end{bmatrix} \begin{bmatrix}
R \\
G \\
B
\end{bmatrix}, \tag{1}
\]

where, \(R\), \(G\) and \(B\) correspond to red, green and blue channels of the original image, respectively. \(X\), \(Y\), \(Z\) is the CIE XYZ tristimulus values;

Secondly, CIELa*b* colour space is converted from the XYZ colour space via Eq. (2),

\[
\begin{align*}
L &= 116 \times \left\{ \frac{Y}{Y_n} \right\} - 16, \\
\ast &= 500 \times \left\{ \frac{X}{X_n} - \frac{Y}{Y_n} \right\}, \\
b^* &= 200 \times \left\{ \frac{Y}{Y_n} - \frac{Z}{Z_n} \right\},
\end{align*} \tag{2}
\]

where \(L\) represents luminance, \(\ast\) stands for the red-green colour-opponency pair (RG), and \(b^*\) is for the blue-yellow colour-opponency pair (BY). \(X_n\), \(Y_n\) and \(Z_n\) are the tristimulus values of CIE standard illuminant (the subscript \(n\) suggests "normalized"). Here, \(X_n = 95.0470; Y_n = 100,000; Z_n = 108,8830\) (Observer = 2°, illuminant = D65).

\[
f(t) = \begin{cases} 
7.787037 \times t + 0.13793 & t < 0.008856 \\
116(t^{1/3}) - 16 & t \geq 0.008856 
\end{cases} \tag{3}
\]

The \(f(t)\) function is divided into two parts at \(t_0 = 0.008856\), which is assumed to be linear below \(t_0\) and match the \(t^{1/3}\) above \(t_0\).

\[
\begin{align*}
&\text{(a)} & \text{(b)} & \text{(c)}
\end{align*}
\]

\textbf{Figure 4} Performance comparison (a) Original images, (b) Colour conspicuity maps based on RGB colour space. (c) Colour conspicuity maps based on CIELa*b* colour space

2.2 Extraction of early visual feature

It is commonly believed that colour is one of essential elements which can attract attention of a human when he observes the given image. Hence, most of computational models use colour as an elementary visual feature. In our model, the intensity, orientation and color-opponency are extracted as low-level visual features. Each feature is calculated as follows:

Colour-opponency: For the central area of the visual field, the neurons in the primary visual cortex are excited by one of the colours in the RG and B-Y colour-opponency pairs, and inhibited by the other colour. The opposite holds for the surrounding area. Therefore, presence of a colour in the center increases saliency of a region, if this region is surrounded by the opponent colour. Since CIELa*b*
colour space is used in our model, it is convenient using \( a^* \) and \( b^* \) channels to describe RG and BY colour-opponency, as shown in Eq. (4):

\[
BY = b^* \\
RG = a^*. \tag{4}
\]

Intensity: If \( R, G, \) and \( B \) stand for the red, green, and blue channel of the RGB image, then the intensity is computed from Eq. (5):

\[
I = 0.226 \times R + 0.715 \times G + 0.0722 \times B. \tag{5}
\]

Orientation: Orientation feature in Itti’s model is obtained by convolving the gray map with the Gabor operator.

In our model, orientation features are obtained by convoluting intensity with a set of Gabor filters as Eq. (6).

\[
G(\theta, \lambda, \sigma, \gamma, x, y) = \left( \frac{\gamma^2 + \gamma'^2}{2\sigma^2} \right)^{\frac{3}{4}} \left( \frac{\gamma^2 + \gamma'^2}{2\lambda^2} \right)^{\frac{1}{4}} \exp \left( \frac{-\gamma^2 - \gamma'^2}{2\sigma^2} \right) \exp \left( \frac{-\gamma^2 - \gamma'^2}{2\lambda^2} \right), \tag{6}
\]

where,

\[
x' = x \cdot \cos \theta + y \cdot \sin \theta, \\
y' = -x \cdot \sin \theta + y \cdot \cos \theta. \tag{7}
\]

Here, \((x, y)\) represents pixel position in space, \(\lambda\) stands for the wavelength of the cosine factor, \(\psi\) stands for the phase offset, \(\sigma\) stands for the sigma of the Gaussian envelope and \(\gamma\) stands for the spatial aspect ratio, and specifies the ellipticity of the support of the Gabor function. \(\theta\) stands for the orientation of the normal to the parallel stripes of a Gabor kernel function, where, \(\theta = i \cdot \frac{\pi}{k}\), \(k\) is the number of orientations, \(i = 0, 1, 2, \ldots, (k - 1)\).

The corresponding parameters in proposed model are defined as: aspect ratio \(\gamma = 1\), standard deviation \(\sigma = \pi\), phase \(\psi = 0\). There are 8 directions to be selected, \(K = 8\), \(\theta \in \{0, \frac{\pi}{8}, \frac{2\pi}{8}, \frac{3\pi}{8}, \frac{4\pi}{8}, \frac{5\pi}{8}, \frac{6\pi}{8}, \frac{7\pi}{8}\}\). 8 Gabor filters are shown in Fig. 5.

2.3 Construction of conspicuity maps

The flowchart of the construction of conspicuity maps is shown in Fig. 3. At first, a wavelet transform is adopted to decompose the image into six different spatial scales, where the local feature pyramids contrast maps based on intensity, orientation, and colour are constructed; then at each feature, three local contrast maps are respectively calculated by center-surround differences; at last a combination algorithm is utilized to integrate three contrast maps to form a conspicuity map for each feature.

It is generally accepted that there are three types of multi-scale methods for image processing and analysis: Gaussian Pyramid, Laplacian Pyramid and Wavelet Pyramid [20 ÷ 25]. In Itti’s model Gaussian pyramid was built to simulate the multi-channel decomposition properties of Human Visual System (HVS).

Different from Gaussian pyramid, wavelet transform implements the different sensitivity of HVS in the response frequency band and spatial orientation selection, the input image is decomposed into different orientation and frequency bands, hence, wavelet transform is more in accord with HVS. In our improved model, wavelet low-pass pyramids are substituted for Gaussian pyramids to generate a low-level pyramid.

The wavelet pyramids of a 2D image are obtained by wavelet multi-resolution analysis shown in Eq. (8):

\[
f(x, y) = A_0 f + D_{1,0} f + D_{2,0} f + D_{3,0} f = \\
= A_1 f + D_{1,1} f + D_{2,1} f + D_{3,1} f + D_{1,2} f + D_{2,2} f + D_{3,2} f + D_{1,3} f + D_{2,3} f + D_{3,3} f + \cdots = A_f + \sum_{j=1}^{j} (D_{1,j} f + D_{2,j} f + D_{3,j} f), \tag{8}
\]

where \(A_j\) and \(D_{i,j}\) are the approximation coefficients and detail coefficients obtained via wavelet decomposition, \(p = 1, 2, 3\), which respectively corresponds to detail coefficients of the horizontal, vertical and diagonal direction. Wavelet decomposition process is shown in Fig. 6a. The pyramid of level 0 is the original image. The \(j^{th}\)-level pyramid is gotten from the \((j - 1)^{th}\) - level pyramid by two steps as shown in Fig. 6b:

1. Getting the \((j - 1)^{th}\) - level image by wavelet transform.
2. Extracting the low-pass part of the resultant image from step 1 as the \(j^{th}\) - level image.

Here \(x \downarrow 2\) and \(y \downarrow 2\) mean dyadic subsampling. If the scale factor \(j\) of wavelet decomposition is small, it means...
that the signal frequency is high and more details of the image are given. If the scale factor is big, the signal frequency is low and the image is rough. As we know, significant areas usually correspond to high contrast areas, that is, the significant areas reflect the high frequency component in the frequency spectrum, and the background is corresponding to the low frequency components in the frequency spectrum. Therefore the background can be filtered via wavelet transform and the significance of salient region is improved.

Fig. 7 shows the experimental results of saliency map detected by wavelet pyramids, Gaussian pyramids and eye tracking equipment respectively. It can be seen that wavelet transform has a better effect on detecting saliency than Gaussian transform compared with the eye tracking results.

![Figure 7](image1)

**Figure 7** Performance comparisons: (a) Original images; (b) Saliency map detected by Wavelet Pyramids; (c) Saliency map detected by Gaussian Pyramids; (d) Saliency map detected by eye tracking equipment.

Further the pyramids based on wavelet decomposition are used to extract feature maps by center-surround differences simulating center-surround receptive fields, which is obtained by calculating the difference between the center (c-level) pyramid and the surround (s-level) pyramid, shown from Eq. (9).

\[ I(c,s) = I(c) \Theta(s) \]
\[ RG(c,s) = RG(c) \Theta RG(s) \]
\[ BY(c,s) = BY(c) \Theta BY(s) \]
\[ O(c,s,\theta) = O(c,\theta) \Theta O(s,\theta) \]

Here, c and s indicate central level and surround level, \( c \in \{1,2,3\} \), \( s = c + \delta, \delta \in \{2,3\} \), which means there are six pairs of center-surround scales for each feature, and \( \Theta \) is the orientation of Gabor kernel function, as above. \( \Theta \) is a center-surround differences operator. This operation across spatial scales is done by interpolation to the fine scale and then point-by-point subtraction, yielding the feature map.

![Figure 8](image2)

**Figure 8** The similar data structure of a series of the feature maps (intensity).

In summary, differences between "center" fine scales and its "surround" coarser scales create respectively 6 feature maps for intensity, red-green color-opponency, blue-yellow color-opponency, and the 8 orientations. A total of 66 feature maps are thus produced.

The map combining the different center scales of feature maps by combination strategy is called "conspicuity map". In Itti’s model the linear combination strategy was used to calculate conspicuity maps, that is, the conspicuity map is simply the average of these feature maps.

After analyzing the data of a series of the feature maps corresponding to the same feature, it is obvious that the various feature maps have similar data structure, which is shown as Fig. 8. According to image multi-resolution analysis theory, scale changes from big to small, the corresponding frequency will change from low to high, contrast sensitivity function is proposed to combine the feature maps into a conspicuity map for each feature, which is elaborated by the following six steps:

1. Normalize all feature maps to the range \([0 1]\) to eliminate across-scale amplitude differences.
2. Convert each map into the corresponding frequency...
For each pixel P, calculate its visual spatial frequency $f$ from Eq. (10):

$$f = \sqrt{f_x^2 + f_y^2}.$$  

(10)

Here,

$$f_x = \frac{u'}{\alpha}, \quad f_y = \frac{v'}{\alpha},$$  

(11)

$$u' = u - \frac{m}{2}, \quad v' = v - \frac{n}{2}$$  

(12)

where, $f_x$ is horizontal spatial frequency, $f_y$ is vertical spatial frequency, $\alpha$ is angle of view, which depends on the experiment, $m$ and $n$ is the size of the image, $(u, v)$ is the value of the point Q in the spectrum graph corresponding to the point P in the spatial domain.

For each pixel P, calculate its contrast sensitivity function $A(f)$ from Eq. (13) proposed by Manos and Sakrison, as shown in Fig. 9:

$$A(f) = 2.6 \times (0.0192 + 0.114 \times f) e^{-0.114 \times f*}.$$  

(13)

$\therefore$ For each pixel P, calculate its contrast sensitivity function $A(f)$ from Eq. (13) proposed by Manos and Sakrison, as shown in Fig. 9:

$$A(f) = 2.6 \times (0.0192 + 0.114 \times f) e^{-0.114 \times f*}.$$  

(13)

Figure 9 Contrast sensitivity function

$\therefore$ For each pixel P, calculate its contrast sensitivity function $A(f)$ from Eq. (13) proposed by Manos and Sakrison, as shown in Fig. 9:

$$A(f) = 2.6 \times (0.0192 + 0.114 \times f) e^{-0.114 \times f*}.$$  

(13)

$\therefore$ For each pixel P, calculate its contrast sensitivity function $A(f)$ from Eq. (13) proposed by Manos and Sakrison, as shown in Fig. 9:

$$A(f) = 2.6 \times (0.0192 + 0.114 \times f) e^{-0.114 \times f*}.$$  

(13)

$\therefore$ Calculate the weight $W_c$ of each contrast map by averaging the value of all $A(f)$, as shown in Eq. (14):

$$W_c = \frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} A(f)_{(i,j)},$$  

(14)

where $m$ and $n$ are the size of the contrast map, $c \in \{1, 2, 3\}$.

$\therefore$ Combine contrast maps F into a conspicuity map C by Eq. (15):

$$C_k = \frac{\sum_{i=1}^{m} [W_c \times N(F)]}{\sum_{i=1}^{m} W_i},$$  

(15)

where $N(\cdot)$ is a normalization operator.

$k \in \{I, \ BY, \ RG, \ O\},$

$$\theta \in \left\{0, \frac{\pi}{8}, \frac{2\pi}{8}, \frac{3\pi}{8}, \frac{\pi}{8}, \frac{5\pi}{8}, \frac{6\pi}{8}, \frac{7\pi}{8}\right\}.$$  

For example, the weights $W_i$ of intensity feature maps calculated via the above algorithm are shown in Tab. 1.

<table>
<thead>
<tr>
<th>Item</th>
<th>No 1</th>
<th>No 2</th>
<th>No 3</th>
<th>No 4</th>
<th>No 5</th>
<th>No 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c-s$ level</td>
<td>$c=1$</td>
<td>$c=1$</td>
<td>$c=2$</td>
<td>$c=2$</td>
<td>$c=3$</td>
<td>$c=3$</td>
</tr>
<tr>
<td>$s-x$</td>
<td>$s=3$</td>
<td>$s=4$</td>
<td>$s=4$</td>
<td>$s=5$</td>
<td>$s=5$</td>
<td>$s=6$</td>
</tr>
<tr>
<td>weight $W_i / %$</td>
<td>21.6</td>
<td>20.6</td>
<td>18.2</td>
<td>15.3</td>
<td>12.9</td>
<td>11.4</td>
</tr>
</tbody>
</table>

Table 1 Weight $W_i$ of each feature map (intensity feature)

$\therefore$ Establish the saliency map

Most of natural images have multiple visual features. Different features offer different significance. The more significant the feature is, the easier the significant areas are detected.

Figure 10 The data structures of the conspicuity maps: (a) intensity feature and conspicuity map; (b) red/green colour-opponency and conspicuity map; (c) blue/yellow colour-opponency and conspicuity map
Fig. 10 shows the data structures of intensity conspicuity map, RG conspicuity map and BY conspicuity map. It is obvious that different features have different conspicuity maps. The final saliency map is yielded by combining these conspicuity maps with different weights $\omega_i$, which is clearly different from Itti’s model. The weights are proportional to the contribution rate of each conspicuity map to the final saliency map. The details of weights calculation are as follows:

1. Normalize each conspicuity map to the range [0 1], in order to eliminate amplitude differences due to dissimilar feature extraction mechanisms;
2. For each conspicuity map, find its global maximum $M$ and the average $m$ of all the local maxima except for $M$;
3. Globally multiply the conspicuity map from Eq. (16):

$$\omega_k = (M_k - m_k)^3.$$  

(16)

Here,

$$k \in \{I, BY, RG, O\}.$$

$$\theta \in \left\{\frac{\pi}{8}, \frac{2\pi}{8}, \frac{3\pi}{8}, \frac{4\pi}{8}, \frac{5\pi}{8}, \frac{6\pi}{8}, \frac{7\pi}{8}\right\}.$$

The total saliency $S$ is given as Eq. (17), which is a combination of one intensity conspicuity map, two colour conspicuity maps and 8 orientation conspicuity maps.

$$S = \frac{\sum_{k=1}^{4} (\omega_k \times C_k)}{\sum_{k=1}^{8} \omega_k}.$$  

(17)

3 Experimental results

In order to verify the credibility of our algorithm, a subjective experiment has been performed. We track and record the real eye movements of subjects by eye movement tracking experiment. 235 natural colour images with various contents selected from the Corel Photo Library and NeuroMathComp research group [18] are used as the test images. The size of the images is 640×480.

Fig. 12 shows the experimental results of 5 tested images, each row in Fig. 12 indicates original image, eye tracking result, the results of our algorithm and the result of Itti’s model separately. Through comparing the eye tracking results with the concern degree by our method and Itti’s model, it can be seen that the saliency map obtained by our model is obviously much closer to the eye tracking results than Itti’s model. It shows that our proposed model produces a better visual effect than Itti’s model.

Furthermore, the improved model provides a significant improvement in computational complexity, as shown in Tab. 2.

<table>
<thead>
<tr>
<th>Image name</th>
<th>Itti’s model (ms)</th>
<th>our model (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>plane</td>
<td>98.8</td>
<td>47.6</td>
</tr>
<tr>
<td>tree</td>
<td>99.0</td>
<td>41.9</td>
</tr>
<tr>
<td>boat</td>
<td>100.9</td>
<td>42.1</td>
</tr>
<tr>
<td>bird</td>
<td>94.6</td>
<td>44.8</td>
</tr>
<tr>
<td>dragonfly</td>
<td>101.4</td>
<td>43.2</td>
</tr>
<tr>
<td>Average time</td>
<td>98.9</td>
<td>43.9</td>
</tr>
</tbody>
</table>

The time for processing an image is performed by Matlab 2010 on DELL 620 (Microsoft Windows XP platform).
4 Conclusion

An improved visual attention model is proposed in this paper. In the improved model, one intensity, 2 color-opponenty and 8 orientations of image are extracted in CIEL*a*b* colour space. The pyramids are given by wavelet decomposition which is more in accord with HVS. The various conspicuity maps are combined into a saliency map via combination strategy with different weights proportional to the contribution rate of each conspicuity map to the final saliency map. Experimental results show that the improved model has better performance and lower computational complexity than Itti’s model. The proposed model is more promising to be employed to process multimedia in real time due to its low computational complexity and good accuracy.
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