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Original scientific paper 
Abstract. The authors present the concept and implementation of the keyword occurrence analysis that is based on the 
separate counting of (key)words in the four main parts of scientific and other types of articles: the  title—followed by a 
list of authors, abstract, list of keywords, and the main text. Also, the analysis is meant to be applied to more than one 
article at once. As such, it can serve the researchers, writers, editors, and others for the reviewing and statistical explo-
ration of the articles. For discrimination of the article parts, the already existing, implicit tagging must be minimally 
assisted by the user. That is to be done on collection and conversion of the texts in one or more txt-format input files. 
The proposed analysis of keywords occurrences is implemented in a web-based PHP –  MySQL application. It is already 
used for the practical testing and provides a basis for the future improvements. 

Keywords: article structure, in-text tagging, keyword counting, keyword occurrence analyzer. 

Izvoran znanstveni rad 
Sažetak. Autori predstavljaju koncept i implementaciju analize pojavljivanja ključnih riječi koja se temelji na zasebnom 
brojanju (ključnih) riječi u četiri glavna dijela znanstvenih i inih članaka: njihovom naslovu—iza kojeg slijedi lista 
autora, sažetku, listi ključnih riječi i glavnom dijelu teksta. Također, ova je analiza zamišljena za primjenu na više od 
jednog članka odjednom. Kao takva ona  može poslužiti istraživačima, piscima, urednicima i drugima za pregledavanje 
i statističku obradu članaka. Za razlikovanje pojedinih dijelova članaka, uz već postojeće, implicitno označavanje, 
potrebna je minimalna pomoć korisnika u fazi prikupljanja i konverzije tekstova  u jednu ili više ulaznih datoteka txt  
formata. Predložena analiza pojavljivanja ključnih riječi implementirana je u spletnoj PHP –  MySQL aplikaciji. Ona 
već služi za praktično testiranje novog koncepta i predstavlja osnovu za daljnja usavršavanja. 

Ključne riječi: struktura članka, označavanje teksta, brojanje ključnih riječi, analizator pojavljivanja ključnih riječi. 

 
1. INTRODUCTION 

Counting the occurrences of words is one of the sim-
plest statistical analyzes that can be easily done even on 
entirely unstructured natural language texts. In the field 
of text (data) mining, also known as text analytics [1], it 
is considered as quite a basic approach, which is reduced 
to the pure statistics of the used vocabulary. However, 
the simplicity of the method—comparing to the sophisti-
cated methods for extraction of semantic contents and 
knowledge—does not diminish its value in practical use. 
Quite the contrary, writers, reviewers, editors, and lin-
guists find the word frequency counters as an indispen-
sable tool for the analysis of different kinds of texts [2]. 

In this paper we outline the idea, concept and imple-
mentation of a new approach to counting the occurrences 
of words. It is designed for analysis of more than one 
article at once, and it focuses on the statistics of the 
selected words only—the keywords defined in the 
articles and the additional (key)words defined by the 
user. These words are then counted separately in differ-
ent parts of each article: its title, abstract, list of key-
words and the main text, i.e. in those of the mentioned 
parts that are available to the user.  

Motivation for such analysis emerged when one of the 
authors of this paper was collecting materials for his 
research, and was confronted with the need to investigate 
the appropriateness and relevance of dozens and 
hundreds of scientific papers for the topic of his study. 
Also, other uses of such analysis can be readily suggest-
ed. They all can be summarized as follows: 
• The use by researchers in some scientific or profes-

sional area; 
• The use by writers of review articles on a particular 

topic or area; 
• The use by editors of scientific and other journals; 
• Linguistic, ontological, and similar studies. 

1.1 Originality of the proposed analysis 
After realizing the need for a new information retrieval 

tool, the authors of this paper made a preliminary check 
if it, or at least something similar, already exists. Howev-
er, the search over Internet discovered only the usual 
word frequency counters, which provide the statistics of 
all the words that are used in a single text, treated as a 
unity. These programs, implemented either as web-
applications or stand-alone programs [3], quite often 
offer very useful statistical functions and other features, 
but none among dozens of those checked by us could 
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perform the proposed analysis. Also, such analysis was 
not found possible in any of the investigated scientific 
databases (two examples are in [4]), which would other-
wise provide an excellent platform for the job. 

The negative result of the above search is quite a sur-
prising one, especially because of the relative simplicity 
of the outlined idea and the fact that no sophisticated data 
mining methods are needed for its realization. In fact, it 
is good to note that the desired analysis of the standard 
textual files may be done with the help of text processors, 
and for the HTML files, in all modern web browsers. For 
that job, it is convenient that the Find (string) function 
immediately gives the number of occurrences of a speci-
fied word or phrase in the observed text. However, by 
doing a word count analysis this way, much extra pro-
cessing has to be done manually by the user. That in-
cludes the selection and the manipulation of desired parts 
of the text separately for each article, as well as recording 
of the obtained counts for every (key)word in a user-
created table. 

So, because we could not find any application that 
would perform the above-described analysis, we assumed 
that its concept was original. That posed a high motiva-
tion for us to proceed with its formal description and 
implementation in an original program. 

1.2 Outline of this paper 
After we have given a short description of the new kind 

of keyword occurrence analysis and shown its originality 
in the previous parts, in section 2 we describe its concept 
more formally. There we define the specifics of the anal-
ysis and the requirements on the organization and format 
of the implicit and additional tagging of the article parts. 
Section 3 presents the relation schemas that are derived 
directly from the desired results. In section 4, a brief 
overview of the application program is given, and an 
excerpt of its PHP code is shown. Section 5 provides an 
example of the use of our analyzer. The paper is 
concluded with section 6, which also gives a brief out-
look on the possible improvements of the analysis and its 
implementation. 

2. THE CONCEPT, RESTRICTIONS, AND 
REQUIREMENTS 

2.1 General features 
In the proposed analysis we count the occurrences of 

the selected words only, which can be of two types: 
• Keywords – defined “implicitly” by the authors of ana-

lyzed articles, in the articles’ lists of keywords. 
• Additional (key)words – defined explicitly by the 

performer, or the user, of the analysis. These words are 
added to the set of implicitly defined keywords, from 
the previous point. 
When no distinction between the words of the above 

two kinds is necessary, both of them will be simply 
called keywords. 

The two essential features of our analysis are: 
I. Counting of the keywords is done on an arbitrary 

number of articles that are chosen by the user; 

II. Occurrences of the selected keywords are counted sep-
arately in the following four main parts of a (scientific) 
article: 

1. Title (followed by a list of authors); 
2. Abstract; 
3. List of keywords; 
4. Main text. 

2.2 Restriction of input files to a unified format 
In order to simplify the parsing of and searches through 

the multiple textual files, we impose the following re-
striction: 
• The input files must be in the (common) txt  format. 

Such constraints can be justified, especially in the early 
versions of the program. Similar restrictions of the al-
lowed file formats are found in the aforementioned 
standard word frequency counters. In the case of the 
web-based applications [3], the adjustment to the HTML 
format is made upon copying the text from the operation 
system’s clipboard. Even the professionally sold software 
mentioned in [3] requires the input document files to be 
in the txt format. 

The conversion to the txt files can be easily done from 
both the specialized text-processor formats and from the 
PDF—the today’s prevailing computer format for 
presentation and dissemination of articles of all kinds. 
The former conversion can be done in the text processors 
alone. The latter can be done in various PDF editors and 
in many specialized, stand-alone or web-based applica-
tions, which can be easily found on Internet.1 

2.3 Structure of (scientific) articles and their 
internal marking 

A scientific paper that follows the today’s standard 
structure will have all four parts which are listed at the 
end of the subsection 2.1. Less structured articles may be 
missing some of those parts, but never the title—the part 
marked with number 1 in our division. 

The title, together with the name(s) of the article’s au-
thor(s), essentially defines every article. Furthermore, the 
main text serves the very purpose of the article. So, the 
title and the main text must be present in every article of 
each kind. Regarding the availability of these parts to the 
user, only the title must be provided for our analysis. The 
main text may not be needed for some surveys or may 
not be available, e.g. because the full version of the arti-
cle it belongs to must be purchased. 

The abstract is almost always both present and availa-
ble, for free. In popular and newspaper articles, a leading 
paragraph can and often does serve the purpose of a more 
or less formal abstract. On the other hand, the keywords 
may be missing quite often. Some of the most reputable 
scientific journals do not have them. Also, the keywords 
are almost never present in popular magazines or news 
articles. 

The wide variety of the appearances of abstracts and 
keyword lists in articles is followed by a similar variety 
of their already-existing, internal marking, or tagging. 
The internal marks of the article parts are somewhat 
                                                           
1 A suitable query for them is “pdf to txt converter.” 
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analogous to the tags in the field of information storage 
and retrieval and text mining [1]. Obviously, if an ab-
stract is informal, it will not be marked in any way. The 
formal abstracts are usually preceded by the words Ab-
stract or—in the texts of older style—Summary. (In the 
Latin writing order, they are placed to the left of or above 
the abstract). However, even the formal abstracts may not 
be designated by any special words, but only by a distinct 
formatting or a significant placement—e.g. just below 
the article’s title and the name(s) of the author(s). In 
contrast to that, the lists of keywords—when they exist—
are always appropriately marked by the word Keywords, 
sometimes written as KeyWords. 

Despite the apparent complexity of the possible article 
structure and diversity of its internal marking, the 
structure of articles of all forms can be efficiently parsed 
(resolved) by the use of already existing or slightly 
modified marks of the article parts and, if needed, by 
some additional tagging that is done during the 
preparation of the txt files (see 2.5). For that, all text 
editors that accept clipboard contents can be used. 

To summarize, minimally required information about 
an article is its title, and all other parts of the article can 
be considered as optional (see Table 1). It is expected 
that the user will want to make his or her collection of 
papers as consistent as possible, e.g. by providing at least 
parts 1, 2 and 3 for all of them, and by, perhaps, adding 
the main text (part 4) for those articles that are available 
in full. 

2.4 Search through multiple articles 
Searching for the keywords and counting their occur-

rences in multiple articles at once is one of the very 
foundations of our analysis. To make this concept as 
flexible as possible for the user, we request that the 
implemented program must be able to process an 
arbitrary number of txt files placed in the application’s 
working directory, each of which can contain either: 
i. Only one, separate article or its selected parts, or 

ii. Several articles or their selected parts, which are 
placed one below the other. 

If there are multiple files, they will be processed in al-
phabetical order, which is also the order of their appear-
ance in the application’s working directory. 

2.5 Search in the specific parts of the articles 
The above deliberation leads us to the tagging scheme 

shown in Table 1. The idea is to use the standard part 
names as much as possible, in order to minimize the 
assistance needed by the user. Thus, the words Abstract 
and Keywords will be the tags of the parts 2 and 3, re-
spectively, i.e., more precisely, the tags’ root words. 

The tagging is mandatory only for the title and only if 
the article follows another article. That is, if the article is 
the first one in a file, the title tag can be omitted. The 
designated tag for title is the string TitleS, where 𝑆 must 
be formed according to the regular expression  

𝑆 = ( .′ 
′ + ′:′ ) + (𝜀 + ′ ′∗+ ′.′ + ′:′ )𝑃  .    (1) 

Here 𝜀 is the empty string, and 𝑃 denotes the character 
or sequence of characters for entering, or creating, a new 

“line of text,” which will be normally seen as a new 
paragraph.2 The requested, i.e. allowed punctuation and 
the blank character are in single quotes. The plus (OR) 
operator denotes the possibility of choice between two or 
more characters or strings, and the asterisk means that the 
denoted string may be repeated. Writing a string next to 
its predecessor (as 𝑃 in our case) means the concatena-
tion of the two. So, according to Eq. (1), after the word 
Title either: (i) a dot or a semicolon must follow, or (ii) 
nothing (𝜀), or one or more blank spaces, or a full stop, 
or a semicolon, after which a new paragraph must be 
entered. The analogous rules are applied for the tags of 
the other article parts (Table 1). 

As for the remaining, non-mandatory article parts—if 
they are not present, their tags will not be required. If the 
parts are present, the assistance needed from the user is 
also minimized. These parts will have to be tagged only 
if their recognition is required. To fulfill this request, the 
lengths of all parts that precede an untagged part must be 
known in advance. Vice-versa, the part preceding a 
properly tagged part can have an arbitrary, unknown 
length. The last part (4) can have an arbitrary length, 
because it can precede only the next article’s title, 
which—as stated before—must be tagged. This tagging 
scheme is presented in Table 1. In the current version of 
our application, a bit less general solution is implement-
ed: the parts that precede the non-mandatory article parts 
are always restricted to a single paragraph. 

If the prescribed, English, tagging scheme is obeyed, 
the proposed analysis could be in general done on articles 
written in any language. The former restriction to the txt 
files only limits that to the Latin-alphabet-based lan-
guages, whose texts are ASCII-encodeable. 

Table 1. The article parts and their tagging scheme. S is a 
string formed according to Eq. (1). The asterisk denotes that 
the predefined part length could be alleviated if the subse-

quent (non-mandatory) part is correctly tagged. 
   P a r t 
& presence Tag The tag usage and comments 

1. Title,  
mandatory, 
1 paragraph* 

TitleS Mandatory, unless the article, and 
thus also its title, appear at the 
beginning of the txt file [always valid 
for the files of type (i) in 2.4]. 

1a. List of     
 authors, 
 optional,    
 1 paragraph* 

AuthorsS Optional. The tag must precede the 
list of authors if their names are 
required in the description of the 
article (Table 2a). If omitted, the 
authors’ names will not be extracted. 

2. Abstract, 
optional, 
1 paragraph* 

AbstractS,  
SummaryS  

Optional. The tag must precede this 
part if it is required to be recognized. 
If missing, the text will be ignored.  

3. List of 
keywords,  
opt., 1 par.* 

KeywordsS Optional. Analogous to the usage of 
the tag of part 2. A note: the key-
words are separated by ‘,’ or ‘;’. 

4. Main text 
optional, 
multi-par. 

MaintexS, 
Main textS 

Optional. Analogous to the usage of 
the tag of part 2. 

 

                                                           
2 This is accomplished by special characters, like EOL = End 
Of Line, or by the combination LFCR, consisting of LF = Line 
Feed and CR = Carriage Return. 
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3. A GLIMPSE TO THE RELATIONAL MODEL 
AND ITS IMPLEMENTATION 

Here we just shortly sketch the main relations that are 
needed for the implementation of the database that will 
support our analysis. 

3.1 Main relation schemas 
The above-outlined concept gives a rise to the two 

basic relation schemas that are needed for our analysis. 
They are given in Table 2a and Table 2b.3 The first one 
describes an article. An article is uniquely and non-
redundantly identified by the number (No.) of its appear-
ance in the scan of the subsequent input txt files, and can 
thus serve as the primary key (underlined). Its range of 
values corresponds to that of the unsigned integer data 
type. The value No. = 0 is reserved for a non-existing, 
“dummy” article, with no parts of its own, except for the 
list of keywords that is composed of the additional 
(key)words entered by the user. 

As emphasized earlier, the minimal requirement for a 
text to be recognized as an article is that it has a title. 
That is, for a 6-tupple describing an article to be valid, 
the textual value of the attribute Title must be defined. If 
the tag AuthorsS is not placed after the article title, the 
authors’ names will not be extracted in the body of the 
relation (see Table 1). The remaining attributes’ values 
are of logical type, and they show if the abstract, the list 
of keywords, and the main text are present, i.e. recog-
nized, in the article’s text. 

The second relation schema describes the keyword oc-
currence counts within the four article parts (Table 2b). 
That is done separately for the parts of the article that the 
keyword originates from—which bear the number No. 
(marked as orig.), and for the same parts of all other 
articles that are present in the application’s working 
directory (marked as othr.). Thus, the relation consists of 
10-tupples. A careful reader will notice that if this 
distinction was not made, i.e. if only the total number of 
keyword occurrences within the specified article parts 
were counted, the relation would lead to a redundant set 
of 6-tuples. To put the latter relation in the third normal 
form, the article number attribute (No.) would have to be 
removed, leaving the Keyword as the single-attribute key 
of the new 5-tuple relation. 

The above relation schemas can also be formed by 
conversion from the Entity-Relationship (ER) model of 
the described analysis. The ER model [7] is based on the 
three classes of objects: entities, their attributes, and  the  

connections  among  the  entities.  According  to  the 
                                                           
3 Here follows a short reminder of the used terminology. The 
relation is a set of n-tuples, each defining n values, described 
by n attributes. The relation can be depicted as a body of the 
table to which the set of n attributes is the heading. In [5] this is 
called R-table. The heading defines the order of attributes, so 
that the relation can be also defined as a heading of a table 
paired with its body. A heading with the constraints on its 
attributes’ values is called relation schema (not to be confused 
with relational, or database, schema [6]). To differentiate the 
(body of the) table holding a relation from other, non-relational 
forms of tables, a redundant term relational table is sometimes 
used in the database professional jargon. 

Table 2a. Relation schema for the article. The attributes 
are written in italics. Uint is an unsigned integer. 

A R T I C L E   (S C I E N T I F I C  P A P E R) 

No. Title Authors 
  T h e  p r e s e n c e  of: 

Abstract Keywords Main text 

Uint A paragraph 
of text 

A par. of text 
∪  NULL 

   

Table 2b. Relation schema for the keyword occurrence 
counts in the specific parts of: originating article (orig.) 

with number No., and of all other articles (othr.). 
Keyword Occurrence Counts In: 

No. Keyword 
Title(s) Abstract(s) KyW. Lst(s) Main txt(s) 

orig. othr. orig. othr. orig. othr. orig. othr. 

Uint 
 One or  
  more  
  words 

 
       

the well-known rules of conversion from the ER to the 
relational model, each entity becomes a relation, and the 
entity attributes become the relation attributes (the col-
umns of R-table). For the transformation of connections 
of several other types, the methodology is given e.g. in 
[8]. In our case, “many to many” connection between the 
entities Article and Keyword is transformed into the rela-
tion schema of Table 2b, with the combined primary key 
No.+ Keyword. 

3.2 The generalities of implementation 
The design and implementation of a database are 

generally complex processes that must be performed on 
the conceptual (semantic), implementational, and physi-
cal level. If we go in the reverse order, the process re-
quires definition of the following:4 
• Hardware and operation system for stand-alone appli-

cations and the web server for the web-based applica-
tions; 

• Data model and database; 
• Programming language. 

A choice that assures portability over most of today’s 
web servers, and that can be also realized to run as a 
“stand-alone” application on most of today’s operation 
systems, is the use of MySQL database and PHP 
scripting language. It is the de-facto standard choice for 
an open-source relational database management system 
(RDBMS). In our concrete case, the database and appli-
cation are assisted by Apache web server, which also 
provides the necessary data storage and access to the 
Wide Area Network (WAN) services. As discussed 
above, the data model was initially defined by the rela-
tion schemas depicted by Table 2a and Table 2b, which 
both result from the demands of the proposed analysis. A 
full description of its ER and relational models will be 
given in the subsequent publications. 

The implemented application is named KeyWords Oc-
currence Analyzer, with acronym KWOA (see Figure 2). 
In further text, it will also be shortly called the analyzer. 
For its recent URL placement, the readers are kindly 
asked to contact the authors of this paper. 
                                                           
4 A systematic elaboration of this process can be found in [9]. 

Logical type ∪ NULL 

Uint (unsigned integer)  ∪  NULL 
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4. A SHORT OUTLINE OF THE PROGRAM 
The present version of KWOA PHP program is 

executed in the following four steps: 
1. Do a passage through the pre-prepared txt files upload-

ed to the working directory (Figure 2), in the alphabe-
tical order, to find the titles, authors, and abstracts, and 
store them in the database-version of the Table 2a (the 
latter two if they are tagged, the abstracts goes in the 
column that is appended to the table). Also, find the 
keywords and store them in the implementational 
version of the Table 2b. 

2. For each of the keywords stored in the database-
version of Table 2b, count its occurrences within the 
titles and abstracts (stored as in the Table 2a) and 
within the lists of keywords (stored as in the Table 2b), 
and then—in another pass through the input textual 
files—within the articles’ main texts. 

3. Do an additional passage through the input files to ex-
tract the numbers of articles in whose parts the key-

words appear. This data are displayed in the third table 
of the application (not shown in sec. 5). 

4. The diagrams of the occurrence counts are formed for 
the (ten) most frequent keywords. 
A part of the step 2 program code that finds occurrenc-

es of keywords in the articles’ main texts is shown in 
Figure 1. The TextTagFound function searches for the 
main text tag according to the scheme depicted in Table 1 
and Eq. (1). This, case-insensitive, search is done by 
using the regular expressions, which are in PHP provided 
by preg_match function. [As also reported by others, the 
preg_match function causes problems on encountering 
some nonstandard symbols.] In the while loop, the func-
tion substr_count counts the occurrences of keywords in 
the main text for all available paragraphs or until the next 
designated title tag (TitleS) is found. Then mysql_query 
function updates the counts for that keyword in the data-
base version of Table 2b. 

The current version of the program requires revision, 
optimization, and further testing. The main possible im-
provements will be briefly discussed in sec. 6.  

 
           Figure 1. PHP code for counting the keyword occurrences in the articles’ main texts. 

 
Figure 2. The print-screen of the top part of KWOA application, with its command section. Three pre-prepared txt files 

are uploaded to the application’s working directory, and two additional (key)words are added. 
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5. AN EXAMPLE OF USE 
As an example of the use of KWOA application, we 

give the analysis of scientific papers that deal with the 
medical aspects of the marathon running and training, 
extracted from the PubMed scientific database [10]. 

To perform the keyword occurrence analysis, the user 
should follow the brief instructions given in the top part 
of the application (Figure 2). The three txt files prepared 
for this example comprise two whole articles and three

 article excerpts containing parts 1 to 3 (confer Table 1). 
Figure 3a shows the table that gives the description of the 
articles according to the relation schema given in Table 
2a. In paper No. 3, the list of authors was not  (properly)  
tagged by the user  so  that  its  authors  are missing. Fig-
ure 3b displays the second table of the KWOA applica-
tion. It reproduces the data according to our crucial rela-
tion schema, shown in Table 2b. In this, presentational, 
form of the table, two additional columns are added.  
They summarize the total keyword counts that are found

 
Figure 3a.  The first table in KWOA application, which resembles the Table 2a. In the three input files visible in 

Figure 2, five scientific papers are found. In the third of them, the authors were not tagged and are missing. 

 
Figure 3b.  The second table of KWOA application. It reproduces the Table 2b, but has also two  
additional columns—for the total keyword counts (note that they infringe the third normal form). 
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Figure 4a.  Keyword occurrence counts within the 

keyword lists of the collected articles. 
Figure 4b.  Keyword occurrence counts within the 

main texts of the collected articles. 
 

 
within the keyword’s own and in the other articles. The 
analyzer’s third table (see sec. 4, step 3) is not shown. 

Finally, the KWOA application gives the frequency 
histograms for the ten most often used keywords, as 
found within the four parts of the analyzed articles. Here, 
they are pictured for the counts within keyword lists and 
the main texts, in Figure 4a and Figure 4b, respectively. 

6. CONCLUSION AND FUTURE 
IMPROVEMENTS 

The refinement of the keyword occurrence counts to 
the specific parts of possibly multiple (scientific) articles 
gives the analysis of the keyword frequency a new quali-
tative dimension. The overall significance of some 
(key)word within a set of investigated articles can be 
much more appropriately judged if its appearance is 
tracked separately in each of the four standard parts of a 
scientific or other type of text, as defined in Table 1. 

For the present version of our keyword occurrence ana-
lyzer, the user must pre-prepare one or more textual files 
in the txt format. That can be done directly by conversion 
of the articles’ documents to that format, or by collecting 
them or their parts in a suitable editor. Such preparation 
is not uncommon in today’s word frequency counters. 
According to the desired distinction and availability of 
the four main article parts, the user should adjust or assist 
the already existing, implicit tagging of otherwise weakly 
or semi-structured text. The tagging scheme, given in 
Table 1, is made to be highly flexible. The only mandato-
ry part of each article is its title, expected to be placed at 

the beginning of the article. It is required to be properly 
tagged, but only if the article is not the first one in a file. 
Tagging of the parts that are missing or whose distinction 
is not required may be omitted. For example, if the prop-
er tags AbstractS and KeywordsS are already present [for 
S see Eq. (1)], the user must only take care that the arti-
cles’ beginnings are properly marked (or distinguished 
by the file starts). Although “labor-intensive,” the manual 
tagging assures both simplicity and high reliability of the 
KWOA application. Similar human-assisted solutions 
were and are still used in the systems that require high 
precision (see e.g. sec. II.2.5 in [1]).  

The used tagging scheme could be reconsidered and 
redefined for even greater flexibility of the allowed arti-
cle structure. For example, if a dedicated passage through 
an article within a file is made to investigate what tags 
are present, this will allow more flexible treatment of the 
cases when different numbers of tags are found. For 
example, if all parts (five if counting 1a) are properly 
tagged, their order could be fully arbitrary. If one or two 
non-mandatory tags are missing, the orders of article 
parts different from the standard one might still be al-
lowed, but their resolution would be more complex. 

For the implementation of our analysis, the combina-
tion of PHP scripting programming language and My-
SQL relational database is used. The overall achieved 
functionality of KWOA application is satisfactory. Along 
with the testing, it is already being used for its practical 
purpose outlined in section 1. 

The proposed keyword occurrence analysis provides a 
broad foundation for several further improvements. One 
of the most inviting and, of course, the most difficult, is 
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the simplification of the preparation of input files. Name-
ly, this process requires not only the conversion of com-
piled articles into the unified, txt format, but also the 
inspection and possible manual completion of their inter-
nal tagging. Thus, if the original natural language text is 
not formatted in HTML—which already provides the 
tagging infrastructure, that could also be  usable for our 
analysis—its format will generally be  loosely structured. 

So, to automate the tagging process at least partially 
would require a careful refinement of the rules for the 
recognition of the specific article parts. In the better 
structured, scientific papers, parsing of the text parts 
could be easier. For example, their main body most usu-
ally appears after the parts 1 to 3, and typically begins 
with a paragraph (section title) that starts with the word 
Introduction. Similar typical words may present loose 
implicit markers, which could help in locating the parts 
that are not more firmly tagged. However, if unassisted 
by humans, this method may be prone to failures. 

It is obvious that additional and, if possible, diversified 
criteria for the automatic article’s part discrimination 
would be very helpful. A method quite opposite to the 
lexical analysis used above is examination of the article’s 
graphical appearance. For example, the titles—regardless 
of where they appear in an article, book, or a thesis—are 
usually written with the fonts of the largest size. Such 
formatting details are to be extracted from the article’s 
original, PDF, HTML, or other file format. The conclu-
sions based on them should be compared with the find-
ings of other methods. 

In the approach described above, recognition of the ar-
ticles’ parts could be organized as a rule-based expert 
system. If it is integrated in a practical software tool that 
could be easily and interactively supervised by the user, 
we predict that it could be both precise and highly effi-
cient. Also, the (advanced) text mining methods for syn-
tactic analysis could help the better determination of 
titles and subtitles. These parts can be recognized by 
their usual lack of the verb phrase. Finally, as for the 
usage of the (complex) semantic analysis, we are not sure 
that it would be either accurate or useful for the discrimi-
nation of the article’s parts. But deliberation of that topic 
goes beyond the scope of this paper. 
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