Does Misaligned Currency Affect Economic Growth? – Evidence from Croatia

Abstract

The main objective of this paper is to measure the currency misalignment of the Croatian kuna and to reveal whether it affects economic growth for the period 2001 (Q1) to 2013 (Q3). The estimate relies on recent cointegration techniques, VAR models and Granger causality tests. The findings show that there are two misalignment sub-periods for the Croatian kuna: undervaluation in the period from 2000Q1 to 2007Q4 and overvaluation in the period from 2008Q1 to 2013Q3. The evidence reveals that for the whole sample period, the Granger causality goes from misalignments (MISA) to GDP growth under the 10 percent significance level. However, for the two sub-periods no evidence of Granger causality from MISA to GDP growth or vice versa is found. The research also
reveals that the currency misalignments in the observed period are relatively small.
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## 1 Introduction

The relationship between the exchange rate and economic growth often evokes many a discussion among economists. It is undisputed that the exchange rate plays an important role in international trade. Namely, if the domestic currency depreciates, it will increase the prices of foreign goods and services in terms of domestic currency, and reduce the price of domestic goods and services denominated in foreign currencies. Economic theory stipulates that this situation will lead to a reduction of the quantity of imports and to the increment of the quantity of exports, and, if the domestic demand for foreign products and the foreign demand for domestic products are relatively elastic, this will lead to a lower value of imports and a higher value of exports. The consequence of this will be the improvement of the current account in balance of payments and, finally, that will positively affect the growth of the domestic GDP. Moreover, depending on the selected exchange rate regime, the monetary authorities can more or less affect the nominal exchange rates. In this regard, the definition of the equilibrium exchange rate as well as the concept of undervalued and overvalued exchange rate are very important.

There are several approaches to defining an equilibrium exchange rate (EER). Perhaps the best-known approach is purchasing power parity (PPP), which was formalized and synthesized by Cassel (1918). PPP indicates that the nominal exchange rate is the domestic price level divided by the foreign price level. Cassel recognized that, in the short run, the nominal exchange rate prevailing
in the foreign exchange market may deviate from that suggested by PPP due to, for example, non-zero interest differentials and foreign exchange market intervention. In the short run, therefore, the extent of deviation from PPP might be thought of as an overvaluation or undervaluation of the home currency. This means that, if the actual nominal exchange rate is higher than that determined by PPP, the real and nominal exchange rates are undervalued, whereas in the opposite case they will be overvalued.

Equilibrium ER also refers to the theoretical ER that would prevail if an economy achieved simultaneously an internal and external balance. Internal balance refers to the economy operating at full employment with a “natural” rate of unemployment and at full capacity output with the continued control of inflation. External balance refers to sustainable current account position given a country’s desired capital position, as a net lender or borrower. An ER misalignment can then be defined as the deviation of the actual ER from this equilibrium ER (Collins and Razin, 1997).

The equilibrium ER is therefore an equilibrium concept. Its estimation is a complex matter, and not without controversy; but despite the inherent difficulties, equilibrium ER estimates are useful for providing a basis for estimating deviations of floating exchange rates from their equilibrium values (Parker, 1998). It has been said that the overvalued Croatian currency is the key problem of Croatian economy because it makes Croatian exports uncompetitive (Nikić, 2000; Zdunić, 2011). Whether the Croatian kuna is really overvalued or not, what the consequences of exchange rate misalignment are and whether it influences economic growth are the main questions of this research. In accordance with theory, a certain influence of currency misalignment on economic growth is expected: negative in a period of overvaluation and positive in a period of undervaluation.

The rest of the paper is organized as follows. Section 2 briefly outlines the previous findings related to the topic of this paper. The next section provides the literature-
based theoretical framework – the foundation for the subsequent research process, as well as the description of variables and econometric methodology. Section 4 contains data and an interpretation of the obtained results, and the final section contains concluding remarks.

2 Literature Review

There have been a number of studies that attempt to test the relationship between undervalued or overvalued exchange rate and economic growth. Edwards (1989a) provided the seminal work and, based on his model, he discovered a significant negative relationship between economic growth and overvaluation. Collins and Razin (1997) adapted Edwards’s original model and they also found a significant negative impact, but discovered it was only significant among countries with very high degrees of overvaluation.

Rodrik (2008) provided evidence that undervaluation of the currency stimulates economic growth. He offered two categories of explanations as to why this may be so, focusing on institutional weaknesses and product-market failures. Levy-Yeyati, Sturzenegger and Gluzmann (2013) showed that undervalued exchange rates indeed lead to higher growth, but that the effect, rather than through import substitution or export booms, as argued by the mercantilist view, works largely through the deepening of domestic savings and capital accumulation.

Krugman (1990) dealt with the issue of assessing the equilibrium ER which was used in calculation of undervaluation and overvaluation exchange rates, as well as in establishing the exchange rate targets. In his paper he discussed the reasons why target rates might differ from the current market rates, examined the long-run trends of equilibrium ER and evaluated the different methods for calculations of the equilibrium ER. A similar comparative analysis can be found in the work of Égert, Halpern and MacDonald (2004), but on the sample of transition economies. They found that the trend appreciation usually observed for the exchange rates of these economies was affected by factors other than
the usual Balassa-Samuelson effect, such as the behavior of the real exchange rate of the open sector and regulated prices. They also considered three main sources of uncertainty regarding the implementation of an equilibrium exchange rate model. They concluded that the ensuing three-dimensional space of real misalignments is probably a useful tool in determining the direction of a possible misalignment rather than its precise size.

Using panel dynamic ordinary least squares (PDOLS) estimation to determine a measure of misalignment and employing standard growth regressions, Dubas (2012) found that exchange rate misalignment had asymmetric effects. Specifically, overvaluation significantly hurt growth while undervaluation had the opposite effect, though statistically insignificant. Misalignment affected the developed and developing countries differently because it seemed that developing countries were more sensitive to the growth effects of misalignment.

Regarding the real equilibrium exchange rates for advanced transition countries, Kim and Korhonen (2005) used a dynamic heterogeneous panel model. They concluded that exchange rates in the Czech Republic, Poland and Slovakia had converged in recent years with real equilibrium exchange rates expressed in US dollars. They found that the currencies of the analyzed transition countries, except Slovenia, were overvalued in 2002 based on real effective exchange rates. The largest extent of misalignment was found for the Hungarian forint.

While most empirical studies used panel data that included a cross-section sample with different countries and temporal data with different time periods (Darvas, 2011; Dubas, 2012; Freund and Pierola, 2008; Elbadawi, Kaltani and Soto, 2012; Rodrik, 2008), Yan and Yang (2012) investigated currency undervaluation and its effect on economic growth instead by focusing on the country-specific case of Taiwan. Although panel data analysis can result in a more general conclusion, an individual country study is able to catch the effect resulting from different political and economic environments that the country specifically faces. Firstly, they estimated the fundamental equilibrium exchange rate of Taiwan’s currency
vis-à-vis the US dollar by employing the cointegration method and then the misalignment was determined by calculating the difference between the actual and the estimated equilibrium real exchange rates. They concluded that exchange rate misalignment affected GDP and it mainly came from the third sub-period when the Taiwan dollar was undervalued.

Tarawalie (2010) also tried to examine the effect of the exchange rate on economic growth with one country in focus, in the case of Sierra Leone. The empirical results of his research suggested that the real effective exchange rate correlated positively with economic growth, with a statistically significant coefficient. The results also indicated that monetary policy was relatively more effective than fiscal policy in the long run. Zakaria (2010) evaluated growth effects of real exchange rate misalignments in Pakistan for the flexible exchange rate period (1983Q1 to 2005Q4). He found that the actual real exchange rate in Pakistan remained undervalued and that undervaluation of the Pakistani rupee has improved output growth in Pakistan.

With regard to Croatian authors, Tica (2006) conducted an empirical and theoretical analysis of real exchange rate movements in transition countries. The final conclusion of this paper is that standard exchange rate economics was inadequate in explaining real exchange rate movements in transition countries. The author argues that it is necessary to start with surveying and classification of transition-specific exchange rate theories. The author expects the focus of research to be shifted toward investment demand theories, market efficiency theories, and covered and uncovered interest parities.

Additionally, the work of Belullo and Broz (2007) should also be mentioned. Their paper attempts to determine the relationship between fundamentals and real effective exchange rate in Croatia. The results indicate that relative effective terms of trade, relative effective price ratio of tradables to non-tradables and real interest rate differential are fundamentals that explain the behavior of the real effective exchange rate in Croatia. Furthermore, the real effective exchange rate
is very close in all the analyzed periods to the equilibrium exchange rate dictated by fundamentals in all analyzed periods.

Finally, Tkalec and Vizek (2011) in their work explored the validity of the purchasing power parity (PPP) hypothesis in the case of Croatia. Their results suggest that in the long run the absolute power parity condition holds when the exchange rate is aligned with the fundamentals and no depreciation is needed.

From this literature review it could be concluded that there has been a consensus regarding the negative effects of overvaluation on growth.

3 Conceptual Framework and Methodology

The usual procedure in investigating the impact of misaligned exchange rate on economic growth is as follows: (1) to estimate the fundamental equilibrium exchange rate (FEER) of domestic currency vis-à-vis one relevant currency or basket of currencies, (2) to calculate the difference between the actual and estimated equilibrium real exchange rates, and (3) to assess the influence of undervalued or overvalued currency on economic growth.

FEER is defined as the real effective exchange rate value which is compatible with the macroeconomic equilibrium. It is needed to distinguish the nominal and real exchange rate. The real exchange rate is the nominal exchange rate multiplied by the ratio of foreign and domestic price level:

$$Q_t = \frac{S_t \cdot P_t^*}{P_t},$$

(1)

where $Q_t$ is the real effective exchange rate, and $S_t$, $P_t$, and $P_t^*$ represent the nominal exchange rate, domestic price level, and foreign price level, respectively. Very often the Equation (1) is represented in log form:

$$q_t = s_t + p_t^* - p_t,$$

(2)

where, $q_t$, $s_t$, $p_t$, and $p_t^*$ represent the same variables, but all in log form.
The fundamental equilibrium real exchange rate can be estimated by fundamental factors such as: productivity differential, commodity terms of trade, net foreign assets, government consumption, openness, etc. The literature on the determinants of real exchange rates is very extensive (Froot and Rogoff, 1995; Rogoff, 1996; and for developing countries Edwards, 1989b; Hinkle and Montiel, 1999; Edwards and Savastano, 2000; Kakkar and Yan, 2014). Empirical analyses differ in the choice of the aforementioned real exchange rate fundamentals, in part because of data availability considerations.

Factors that determine FEER can be represented by $Z_t$ and Equation (2) can be written as:

$$q_t = \beta'Z_t + \varepsilon_t ,$$ (3)

where $Z_t$ is macro determinants matrix, $\beta'$ is a coefficient vector, and $\varepsilon_t$ is a random error vector. In order to calculate misalignment of exchange rate, Equation (4) was used:

$$m_t = q_t - \beta'\bar{Z}_t ,$$ (4)

where $\bar{Z}_t$ denotes the medium-term sustainable fundamentals (see MacDonald and Stein, 1999). If Equation (3) is introduced into Equation (4), later the rearrangement of Equation (5) can be expressed as:

$$m_t = \beta'(Z_t - \bar{Z}_t) + \varepsilon_t .$$ (5)

It is important to emphasize that in Equation (5) the term $\beta'(Z_t - \bar{Z}_t)$ measures the deviation of the current exchange rate away from the economic fundamentals.

In the following econometric analysis four determinant macroeconomic variables were used: productivity differential (PD), net foreign assets (NFA), terms of trade (TOT) and government consumption (GC).
Productivity Differential (PD)

If productivity in the tradable sector grows faster than in the non-tradable sector, the resulting higher wages in the tradable sector will put upward pressure on wages in the non-tradable sector, resulting in a higher relative price of non-tradables, leading to real exchange rate appreciation (Balassa, 1964; Samuelson, 1964). This effect is well known as the Balassa-Samuelson effect, and it is ideally measured by productivity differentials in the tradable and non-tradable sectors. However, such data are not available for Croatia, so the GDP per capita relative to main Croatian trading partners (Italy, Germany, Austria and Slovenia) was used as the proxy, following Chudik and Mongardini (2007) and AlShehabi and Ding (2008). It is expected that PD should have a negative effect on the real exchange rate.

Net Foreign Assets (NFA)

Standard intertemporal macroeconomic models predict that debtor countries will need a more depreciated real exchange rate to generate the trade surpluses necessary to service their external liabilities. Conversely, economies with relatively high NFA can “afford” more appreciated real exchange rates – and the associated trade deficits – while still remaining solvent. The net effect of investment income ensures that the creditor countries still run current account surpluses and the debtor countries current account deficits. Since Croatia had a negative NFA throughout the whole analyzed period (2001Q1–2013Q3) and since the usual econometric procedure is to use the log of series, in this research net foreign asset was calculated as the difference between the foreign investors’ holdings of domestic assets and the foreign assets held by domestic residents (not vice versa). This is very important because the increase in NFA now actually means the net increase of foreign assets in Croatia.
Terms of Trade (TOT)

The ratio of export to import prices is included to capture exogenous changes in world prices that will affect the real exchange rate. An exogenous increase in export prices relative to import prices improves the country’s terms of trade. TOT improvement generates an income effect, which increases domestic demand. To restore internal and external balances, non-tradable prices have to increase relative to tradable prices (real exchange rate appreciation) in order to switch the demand from non-tradable toward tradable goods. This effect, however, could be counterbalanced by a substitution effect where the demand for tradable goods increases from relatively lower import prices, and leads to an overall real depreciation. Thus, in theory, the relationship between the real exchange rate and TOT is ambiguous. However, a sizable amount of empirical literature has found that in developing countries, an improvement in TOT tends to cause appreciation in the real exchange rate because the income effect generally tends to overwhelm the substitution effect (Elbadawi, 1994). It also should be mentioned that according to Bobić (2010), Croatian trade flows are relatively price inelastic. Namely, the results of her research showed that the sensitivity of both exports and imports to prices was relatively low, while income effects were stronger. In this paper TOT was presented by the ratio of Croatian export price index (XPI) and import price index (MPI).

Government Consumption (GC)

Higher government consumption (as a ratio to GDP) is likely to appreciate the real exchange rate to the extent that such consumption falls more on non-tradables than tradables, thereby raising the relative price of the former (Ostry, 1994). The pro-cyclical character of fiscal policy which certainly had appreciation and depreciation thrust on Croatian economy could be observed through government spending (Grdović Gnip, 2011; Švaljek, Vizek and Mervar, 2009). In this paper the government consumption in terms of GDP was used in order to capture the effect of government consumption on the real exchange rate.
After defining the variables and giving explanations of the theoretical foundations, the following model was set:

\[
Q_t = f(PD, NFA, TOT, GC)
\]

\[
(-) \quad (+/-) \quad (+/-) \quad (+/-).
\]

All the variables are taken in their natural logarithms to avoid the problems of heteroscedasticity and denoted as \(Q, PD, NFA, TOT\) and \(GC\). The positive and negative signs in the parentheses underneath each variable are the expected signs.

To estimate FEER, Johansen cointegration estimation and vector autoregressive model (VAR) (Johansen, 1991) were employed. The model is based on the presumption of the stationarity of variables that can be determined by using the unit root test. In order to test the stationarity of series, augmented Dickey-Fuller test (ADF) (Dickey and Fuller, 1979) and modified Dickey-Fuller test by generalized least squares (DF-GLS) (Elliott, Rothenberg and Stock, 1992) were applied. ADF and DF-GLS tests require determining the number of lags \((p)\) of the dependent variable, and for that the Schwarz information criterion (SIC) (Schwarz, 1978) was applied. A vector autoregressive model of order \(k\) (VAR\((k)\)) has form:

\[
y_t = \beta_1 + y_{t-1} + \beta_2 y_{t-2} + \ldots + \beta_k y_{t-k} + u_t,
\]

where \(y_t = (y_{1t}, y_{2t}, \ldots, y_{gt})\)' is multivariate stochastic time series in vector notation, \(\beta_i, i=1,2,\ldots,p\) are deterministic \(g \times g\) matrices, and \(u_t = (u_{1t}, u_{2t}, \ldots, u_{gt})\)' is a multivariate white noise. Moreover, the Johansen test is performed on VAR that is turned into a vector error correction model (VECM) in the form:

\[
\Delta y_t = \Pi y_{t-k} + \Gamma_1 \Delta y_{t-1} + \Gamma_2 \Delta y_{t-2} + \ldots + \Gamma_{k-1} \Delta y_{t-(k-1)} + u_t
\]

where \(\Pi = \left( \sum_{i=1}^{k} \beta_i \right) - I_g\) and \(\Gamma_i = \left( \sum_{j=1}^{i} \beta_j \right) - I_g\).

\(\Pi\) can be defined as a long-run coefficient matrix, since in equilibrium all the \(\Delta y_{i,t}\) will be zero. Also in the long run, \(u_t\) matrix should be equal to zero. The
Johansen test is based on an examination of a rank of the $\Pi$ matrix via its eigenvalues. If time series variables are not cointegrated, the rank of $\Pi$ matrix will not be significantly different from zero, i.e., the number of eigenvalues that are significantly different from zero will be less than the number of variables in the VAR model.

4 Results and Discussion

The data are adopted from the Croatian Bureau of Statistics, the Croatian National Bank (CNB), the World Bank database and the Eurostat database. The Appendix shows the data sources. The sample used in this research comprises quarterly data for the period 2000Q1 to 2013Q3. In calculating the productivity differential, it was taken into consideration that in 2012 Croatia’s main trading partners were the following EMU countries: Italy (export 15.75 percent, import 16.44 percent), Germany (export 10.09 percent, import 12.59 percent), Austria (export 5.71 percent, import 4.46 percent) and Slovenia (export 5.34 percent, import 4.32 percent). Because of that, the productivity differential (PD) presents the ratio of per capita GDP of Croatia relative to per capita GDP of the mentioned countries weighted with the share of trade that Croatia exercised with each particular country.

It should be noted that, until recently, Croatia had managed to attract, during a long period of time, noteworthy foreign direct investments which extensively surpassed the investments that Croatia had abroad, and that, among other things, allowed deficits in Croatian balance of payments. Namely, in 2012 Croatia received EUR 1.07 billion of FDI which was EUR 31.75 million less (-2.87 percent) than in the previous year, and Croatian citizens placed investments of only EUR 28 million abroad during the same year.

In the period 2000–2010 average government consumption grew at a rate of 5.95 percent. In 2011 it slightly decreased (-0.13 percent), while during 2012 this decline was somewhat more significant (-1.22 percent). This could be the result
of recession and government incompetence to implement needed reforms in the public sector.

Figure 1 shows the obtained time series after the usual procedure of data transformation by natural log and seasonal adjustment (the Census X-12 quarterly seasonal adjustment method was used).

**Figure 1: Movement of Seasonally Adjusted Logs of Variables**

Source: Authors’ calculations.
Table 2 contains the correlation coefficients of the five variables. It indicates that there is a negative correlation between real exchange rate (Q) and: net foreign assets (NFA), productivity differential (PD), terms of trade (TOT) and government consumption (GC). This is in accordance with theoretical expectations (Bussière et al., 2010; Lee et al., 2008; Ostry, 1988; 1994).

If the VAR model and cointegration regression are going to be employed, stationarity of variables should be checked first. In order to determine whether the time series are stationary, the ADF and DF-GLS tests have been employed.

Table 3 shows the results of the ADF and DF-GLS stationary tests. The null hypothesis of the test is that the series is non-stationary (has a unit root). If calculated ADF or DF-GLS value is greater than the critical value, the null at conventional significance levels cannot be rejected. As shown in the table, the ADF and DF-GLS tests with lags specified by the Schwarz information criterion (SIC) suggest that for all variables the null hypothesis with a significance level of 1 percent should be accepted. After differentiation all variables became stationary. The results clearly show that the first differences of all time series are stationary, i.e., that they are I(1).

Johansen cointegration tests are presented in Table 4. Trace statistic indicates that five variables have at most two cointegrated vectors, and max-eigen statistic shows only one cointegrated vector. Johansen (1991) suggested the use of max-eigen statistic when there are different results between the trace statistic and max-eigen statistic. Based on Q this vector is normalized and shown in (9).

In Equation (9) the numbers presented in parentheses are the standard error, and below is the t-value inside the brackets. The estimated coefficient of PD (-0.407874) is negative and this is according to our expectation. This means that in Croatia higher productivity is accompanied by appreciating currency. The estimated coefficient of NFA (-0.0189) indicates that net increase in foreign assets in Croatia is accompanied by currency appreciation. For a net debtor country such as Croatia it is possible that a short-term increase in capital
inflow leads to currency appreciation (AlShehabi and Ding, 2008). The positive estimated coefficients of TOT (0.712468) and GC (0.007787) mean that the relative increase in export prices in relation to import prices, as well as the increase in government consumption are accompanied by Croatian exchange rate depreciation.

$$Q = 4.2594 - 0.4079 \cdot PD - 0.0189 \cdot NFA + 0.7125 \cdot TOT + 0.0078 \cdot GC$$

$$\text{[9]}$$

Using Equation (9) fundamental equilibrium exchange rate ($Q_E$) is estimated and compared with actual real exchange rate ($Q$). Figure 2 shows their misalignment.

**Figure 2: Actual and Estimated Equilibrium Real Exchange Rates**

![Graph showing actual and estimated equilibrium real exchange rates](image)

Note: A rise in the exchange rate implies depreciation, while a fall indicates appreciation.

Source: Authors’ calculations.
Two sub-periods can be identified according to the direction of misalignment. The first sub-period, from 2000Q1 to 2007Q4, is a period with currency undervaluation (real ER is higher than FEER, and that means that it is undervalued). The average undervaluation is rather small (0.44 percent) and the highest undervaluation is in 2003Q4 (0.86 percent). This is in accordance with the results of Égert, Halpern and MacDonald (2004). They found that the real exchange rates of the selected transition economies (including Croatia) were undervalued. As a result, the real exchange rate of the open sector (i.e., the relative price of traded goods), and consequently, that of the whole economy, tends to appreciate at the beginning of the systemic transformation process, reflecting an adjustment towards equilibrium. In such a case, policy-makers may aim to fix the exchange rate at an undervalued rate (undershooting) so that the real appreciation, which takes place during the post-stabilization period, does not lead to overvaluation and that the credibility of the monetary authorities becomes restored in the meantime, which is seen as a crucial element in controlling inflation in the future (Bruno, 1993).

The second sub-period, from 2008Q1 to 2013Q3, is a period with currency overvaluation. The average overvaluation is 0.58 percent, and the highest overvaluation is in the last quarter (2013Q3: 1.13 percent). These two exchange rate misalignment periods correspond with Croatian economic development. During the nineties, with the adoption of the stabilization program that strived to stop hyperinflation and help the country to pull out of the economic crisis, Croatia opted for an open economy and a floating exchange rate regime with an implicitly defined range of floating. After successful completion of the first phase of the stabilization program which included the expansion of domestic consumption, strong development of the banking sector, rapid growth of bank loans, foreign debt and current account deficit, Croatia created preconditions for the intensification of foreign capital inflow. Factors that contributed to the growth of capital inflows to Croatia were privatization, financial deregulation, improvement of macroeconomic stability, favorable macroeconomic outlook,
stable exchange rate, and higher interest rates compared to those in developed countries (Ötker-Robe, Polański and Topf, 2007). Foreign capital was coming to Croatia through direct foreign investments and through loans from foreign creditors. The structure of foreign direct investments was dominated by inflows to the financial sector, while greenfield investments in the real sector (mostly in the retail sector) accounted for only a small share. In addition to described capital inflows, Croatia also saw a strong inflow of foreign exchange in the form of tourism revenues (Ljubaj, Martinis and Mrkalj, 2010). With the purchase of foreign currency the CNB prevented appreciation due to the large capital inflows from abroad. Purchase of foreign exchange dominated foreign exchange transactions with commercial banks and the government, and this contributed to the central bank’s accumulation of foreign exchange reserves.

Figure 3 shows that since 2008 the CNB has been facing serious depreciation pressures on the Croatian kuna, to which it responded with a series of foreign exchange interventions in order to stabilize exchange rates. One source of depreciation pressures is a significant reduction of foreign investments and loans from abroad (due to external shocks such as the debt crisis, the oil price, etc.) and because of that, Croatia experienced reduced inflow and even a net outflow of foreign exchange (see Figure 1 – NFA). All of the above may help to explain the obtained empirical results.

In order to examine whether exchange rate misalignment affects economic growth, the Granger causality test is applied. The variables in the Granger test are MISA and GDP_GROWTH. MISA is the difference between Q and Q_E, and it is defined as:

\[ MISA = Q - Q_E \] (10)

GDP_GROWTH presents the changes in GDP between the quarter of the year \( t \) and the same quarter of the previous year \( t-1 \). The data for GDP_GROWTH were obtained from the Croatian Bureau of Statistics. Figure 4 contains a graphical presentation of these variables.
**Figure 3: Exchange Rate and CNB Foreign Exchange Rate**

Note: Chart contains only quarters when the CNB intervened on the foreign exchange market.
Source: Authors’ adaption of data provided from the CNB.

**Figure 4: MISA and GDP_GROWTH**

Source: Authors’ calculations.
According to the graph, it seems that both variables MISA and GDP_GROWTH are not stationary in levels. If a time series is a stationary process, the Granger causality test is performed using the level values of two (or more) variables. If the variables are non-stationary, then the test is done using first (or higher) differences. The number of lags to be included has usually been chosen based on an information criterion, such as the Akaike information criterion or the Schwarz information criterion. Accordingly, the stationary test was applied on MISA and GDP_GROWTH. The test results are provided in Table 5. The test showed that these series were I(1) and because of that, in the Granger test the first differences (D_MISA and D_GDP_GROWTH) were used instead of the original series.

First of all, the Granger causality test was conducted on the whole sample period. Since there are two sub-periods: from 2000Q1 to 2007Q4 with currency undervaluation, and from 2008Q1 to 2013Q3 with currency overvaluation, the Granger causality test for each sub-period was also implemented to investigate whether there is a different causal relationship between the undervalued and overvalued currency periods. The Granger tests with 1 lag were chosen, according to the majority of lag order selection criteria provided in Table 6. The results of the Granger causality tests are shown in Table 7.

For the whole sample period it has been detected that there is Granger causality from D_MISA to D_GDP_GROWTH under the 10 percent significance level. However, for both sub-periods no evidence of Granger causality from D_MISA to D_GDP_GROWTH or vice versa was found. The results of partial Granger causality tests for the two sub-periods should be taken with caution due to the relatively small sample size. The results can be explained by the fact that the misalignment of the Croatian exchange rate was relatively too small to have a significant influence on GDP growth. This could be regarded as the research limitation of this paper because the main goal was to examine whether exchange rate misalignment (MISA) had affected economic growth (GDP_GROWTH). Hence, a suggestion for further research could be the employment of a broader...
VAR model, which, apart from the misalignment variable MISA and GDP_GROWTH could include some additional variables: e.g., exports, investment, etc. Additionally, some improvements in empirical analysis could be achieved by applying a robustness test, in which case the regressors could be defined as deviation from long-term trend estimated by H-P filter.

5 Conclusion and Policy Implication

The attitude of many Croatian citizens and also some professionals and scientists is that the Croatian kuna is constantly overvalued. This opinion is based primarily on the evidence of the Croatian current account deficit. It is also interesting that, despite the recent Croatian current account improvement and nominal as well as real currency depreciation, the mentioned attitudes are still held by many. But the fact is that between 2000 and the beginning of 2008 the Croatian monetary authority had actually struggled to restrain the appreciation of the Croatian kuna (see Figure 3). Without monetary intervention the kuna would be even more appreciated. The reason can be found in the inflow of foreign currencies resulting from foreign direct investments and in the rapid growth of loans from abroad. Namely, the CNB imposed several obstacles that were supposed to discourage the practice of commercial banks to borrow from their parent banks and to route that money into relatively expensive loans in Croatia. Furthermore, from the beginning of 2008 until today, the monetary authority has conducted numerous interventions on the foreign exchange market in order to prevent further nominal depreciation of the Croatian kuna (see Figure 3). Considering all that, the obtained empirical results are not surprising. This research revealed two sub-periods of currency misalignment. The first sub-period, from 2000Q1 to 2007Q4, is a period with currency undervaluation, and the second sub-period, from 2008Q1 to 2013Q3, is a period with currency overvaluation.

The misalignments of the Croatian exchange rate could be explained as follows: the period of nominal exchange appreciation (see Figure 3) may come to life if
the expected future productivity gains are realized. For example, capital inflows related to productive foreign investments might trigger future productivity gains and an increase in future export revenues that could counterbalance the current deterioration of the current account. Most importantly, this kind of nominal appreciation will be an *ex post* equilibrium phenomenon only if productivity advances materialize and export revenues actually increase. In the opposite case, if productivity gains do not materialize (which is the case in Croatia), an expectations-driven nominal appreciation, viewed *ex ante* as an equilibrium phenomenon, may lead to an *ex post* overvaluation of the real exchange rate.

Further research provides evidence that exchange rate misalignment (D_MISA) does Granger cause the GDP growth (D_GDP_GROWTH) for the whole sample period under the 10 percent significance level. However, no evidence of Granger causality from D_MISA to D_GDP_GROWTH or vice versa was found for either of the analyzed sub-periods. This could be explained by the fact that the misalignments for both sub-periods were not substantial.

The fact that Croatia became a member of the European Union on July 1, 2013, and may join ERM-II in the coming years, has given added importance to the issue of what the correct equilibrium exchange rate is for Croatia. Getting the rate wrong could have very serious implications regarding the degree of recovery that Croatia still has to achieve. Establishing proper values is very important, because if Croatia overvalues its currency, it would make the Croatian economy uncompetitive initially, and undervaluing it would damage the wealth of Croatian citizens and cause potential social problems.
Appendix

Table 1: Data Sources

<table>
<thead>
<tr>
<th>Variables</th>
<th>Data sources</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP per capita in Croatia</td>
<td>Eurostat</td>
<td>Euro per inhabitant</td>
</tr>
<tr>
<td>GDP per capita in Italy</td>
<td>Eurostat</td>
<td>Euro per inhabitant</td>
</tr>
<tr>
<td>GDP per capita in Germany</td>
<td>Eurostat</td>
<td>Euro per inhabitant</td>
</tr>
<tr>
<td>GDP per capita in Austria</td>
<td>Eurostat</td>
<td>Euro per inhabitant</td>
</tr>
<tr>
<td>GDP per capita in Slovenia</td>
<td>Eurostat</td>
<td>Euro per inhabitant</td>
</tr>
<tr>
<td>Share of trade in 2012</td>
<td>Croatian Bureau of Statistics</td>
<td>Percentage</td>
</tr>
<tr>
<td>PD: productivity differential</td>
<td>Calculated: ratio of per capita GDP of Croatia relative to per capita GDP of Italy, Germany, Austria, Slovenia (weighted with the share of trade)</td>
<td></td>
</tr>
<tr>
<td>XPI: export price index</td>
<td>Croatian Bureau of Statistics</td>
<td>Index</td>
</tr>
<tr>
<td>MPI: import price index</td>
<td>Croatian Bureau of Statistics</td>
<td>Index</td>
</tr>
<tr>
<td>TOT: terms of trade</td>
<td>Calculated: ratio of XPI and MPI</td>
<td></td>
</tr>
<tr>
<td>GC: government consumption</td>
<td>Eurostat, World Bank</td>
<td>HRK million</td>
</tr>
<tr>
<td>Q: real effective exchange rate</td>
<td>CNB</td>
<td>Index</td>
</tr>
<tr>
<td>Q_E: fundamental equilibrium exchange rate</td>
<td>Calculated using equation (9)</td>
<td></td>
</tr>
<tr>
<td>MISA</td>
<td>Calculated using equation (10)</td>
<td></td>
</tr>
<tr>
<td>GDP_GROWTH</td>
<td>Croatian Bureau of Statistics</td>
<td>Percentage</td>
</tr>
</tbody>
</table>

Source: Authors.

Table 2: Correlation Coefficient

<table>
<thead>
<tr>
<th></th>
<th>Q</th>
<th>PD</th>
<th>NFA</th>
<th>TOT</th>
<th>GC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>-0.9611</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NFA</td>
<td>-0.9320</td>
<td>0.9382</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOT</td>
<td>-0.9062</td>
<td>0.8991</td>
<td>0.9656</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>GC</td>
<td>-0.9492</td>
<td>0.9382</td>
<td>0.9661</td>
<td>0.9763</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations.
Table 3: ADF and DF-GLS Tests of Variables in Levels and First Differences

<table>
<thead>
<tr>
<th>Variable</th>
<th>Levels ADF</th>
<th>Levels DF-GLS</th>
<th>First differences ADF</th>
<th>First differences DF-GLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q</td>
<td>-2.3385 (1)</td>
<td>-0.3356 (1)</td>
<td>-5.1853 (0)***</td>
<td>-4.5608 (0)***</td>
</tr>
<tr>
<td>NFA</td>
<td>-1.5495 (1)</td>
<td>-0.2352 (1)</td>
<td>-6.6433 (0)***</td>
<td>-6.7052 (0)***</td>
</tr>
<tr>
<td>PD</td>
<td>-1.4935 (1)</td>
<td>-0.5372 (0)</td>
<td>-11.0862 (0)***</td>
<td>-11.1951 (0)***</td>
</tr>
<tr>
<td>TOT</td>
<td>-1.9768 (0)</td>
<td>-0.6588 (3)</td>
<td>-2.2132 (2)***</td>
<td>-2.9019 (2)***</td>
</tr>
<tr>
<td>GC</td>
<td>-2.9043 (2)</td>
<td>-0.6850 (1)</td>
<td>-11.1544 (0)***</td>
<td>-11.1417 (0)***</td>
</tr>
</tbody>
</table>

Notes:
1) The lags are in parentheses;
2) H0 – series is non-stationary – has a unit root;
3) *** H0 cannot be rejected at the 1% level;
4) ** H0 cannot be rejected at the 5% level;
5) * H0 cannot be rejected at the 10% level;
6) ADF and DF-GLS tests were carried out including the intercept in test equation. The results of the tests that include both, trend and intercept, as well as the tests that do not include either of them, are not presented here. However, they also suggest the same conclusions.

Source: Authors’ calculation.

Table 4: Testing the Cointegration between Variables
Series: Q, PD, NFA, TOT, GC, lags interval (in first differences): 1 to 3

Unrestricted cointegration rank test (trace)

<table>
<thead>
<tr>
<th>Hypothesized</th>
<th>Trace</th>
<th>0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of CE(s)</td>
<td>Eigenvalue</td>
<td>Statistic</td>
</tr>
<tr>
<td>None *</td>
<td>0.4945</td>
<td>83.4305</td>
</tr>
<tr>
<td>At most 1 *</td>
<td>0.3644</td>
<td>48.6402</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.2085</td>
<td>25.5295</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.1797</td>
<td>13.6017</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.0663</td>
<td>3.4989</td>
</tr>
</tbody>
</table>

Unrestricted cointegration rank test (maximum eigenvalue)

<table>
<thead>
<tr>
<th>Hypothesized</th>
<th>Max eigen</th>
<th>0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of CE(s)</td>
<td>Eigenvalue</td>
<td>Statistic</td>
</tr>
<tr>
<td>None *</td>
<td>0.4945</td>
<td>34.7904</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.3644</td>
<td>23.1107</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.2085</td>
<td>11.9277</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.1797</td>
<td>10.1028</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.0663</td>
<td>3.4989</td>
</tr>
</tbody>
</table>

Notes: 1) * rejections of the hypothesis at the 0.05 level; 2) ** MacKinnon-Haug-Michelis (1999) p-values; 3) Trace test indicates 2 cointegrating eqns at the 0.05 level. Max-eigenvalue test indicates 1 cointegrating eqn at the 0.05 level.

Source: Authors’ calculations.
Table 5: ADF and DF-GLS Tests of Variables in Levels and First Differences

<table>
<thead>
<tr>
<th>Variable</th>
<th>Levels</th>
<th>First differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADF</td>
<td>DF-GLS</td>
</tr>
<tr>
<td>MISA</td>
<td>-1.9732 (1)</td>
<td>-1.4328 (0)</td>
</tr>
<tr>
<td>GDP_GROWTH</td>
<td>-2.1813 (0)</td>
<td>-1.8409 (0)</td>
</tr>
</tbody>
</table>

Notes:
1) The lags are in parentheses;
2) H0 – series is non-stationary – has a unit root;
3) *** H0 cannot be rejected at the 1% level;
4) ** H0 cannot be rejected at the 5% level;
5) * H0 cannot be rejected at the 10% level;
6) ADF and DF-GLS tests were carried out including the intercept in test equation. The results of the tests that include both, trend and intercept, as well as the tests that do not include either of them, are not presented here. However, they also suggest the same conclusions.
Source: Authors’ calculations.

Table 6: Lag Order Selection Criteria

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>54.2618</td>
<td>NA</td>
<td>0.00040</td>
<td>-2.13313</td>
<td>-2.05591*</td>
<td>-2.10383</td>
</tr>
<tr>
<td>1</td>
<td>61.7875</td>
<td>14.1302*</td>
<td>0.00035*</td>
<td>-2.27704*</td>
<td>-2.04539</td>
<td>-2.18915*</td>
</tr>
<tr>
<td>2</td>
<td>63.3521</td>
<td>2.8098</td>
<td>0.00039</td>
<td>-2.17764</td>
<td>-1.79155</td>
<td>-2.03115</td>
</tr>
<tr>
<td>3</td>
<td>65.3786</td>
<td>3.4739</td>
<td>0.00042</td>
<td>-2.09709</td>
<td>-1.55656</td>
<td>-1.89201</td>
</tr>
<tr>
<td>4</td>
<td>67.0580</td>
<td>2.7414</td>
<td>0.00047</td>
<td>-2.00237</td>
<td>-1.30741</td>
<td>-1.73870</td>
</tr>
<tr>
<td>5</td>
<td>69.7502</td>
<td>4.1757</td>
<td>0.00049</td>
<td>-1.94899</td>
<td>-1.09939</td>
<td>-1.62673</td>
</tr>
</tbody>
</table>

Notes: * indicates lag order selected by the criterion;
LR: sequential modified LR test statistic (each test at 5% level);
FPE: final prediction error;
AIC: Akaike information criterion;
SC: Schwarz information criterion;
HQ: Hannan-Quinn information criterion.
Source: Authors’ calculations.
Table 7: Pairwise Granger Causality Test

<table>
<thead>
<tr>
<th>Sample 2000Q1–2013Q3</th>
<th>F-statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null hypothesis:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_GDP_GROWTH does not Granger cause D_MISA</td>
<td>1.2814</td>
<td>0.2630</td>
</tr>
<tr>
<td>D_MISA does not Granger cause D_GDP_GROWTH</td>
<td>3.1272*</td>
<td>0.0831</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample 2000Q1–2007Q4</th>
<th>F-statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null hypothesis:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_GDP_GROWTH does not Granger cause D_MISA</td>
<td>1.1032</td>
<td>0.3029</td>
</tr>
<tr>
<td>D_MISA does not Granger cause D_GDP_GROWTH</td>
<td>0.2487</td>
<td>0.6220</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample 2008Q1–2013Q3</th>
<th>F-statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null hypothesis:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_GDP_GROWTH does not Granger cause D_MISA</td>
<td>2.0833</td>
<td>0.1695</td>
</tr>
<tr>
<td>D_MISA does not Granger cause GDP_GROWTH</td>
<td>0.7802</td>
<td>0.3035</td>
</tr>
</tbody>
</table>

Note: * denotes the null hypotheses that are rejected according to F-statistic (significance level 10%).
Source: Authors’ calculations.
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