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ABSTRACT

This article has an aim to assess credit default prediction on the banking market in Bosnia and Herzegovina nationwide as well as on its constitutional entities (Federation of Bosnia and Herzegovina and Republika Srpska). Ability to classify companies into different predefined groups or finding an appropriate tool which would replace human assessment in classifying companies into good and bad buckets has been one of the main interests on risk management researchers for a long time. We investigated the possibility and accuracy of default prediction using traditional statistical methods logistic regression (logit) and multiple discriminant analysis (MDA) and compared their predictive abilities. The results show that the created models have high predictive ability. For logit models, some variables are more influential on the default prediction than the others. Return on assets (ROA) is statistically significant in all four periods prior to default, having very high regression coefficients, or high impact on the model’s ability to predict default. Similar results are obtained for MDA models. It is also found that predictive ability differs between logistic regression and multiple discriminant analysis.
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INTRODUCTION

Ability to classify companies into different predefined groups is an important business research issue [1], which can be utilized as a strong risk management tool. Default prediction has been an important area of business interest for many researchers, from the theoretical and practical aspect [1-29], as it is an integral part of the credit risk, which is considered to be one of the most important banking risks [2]. Expert default prediction interests a wide range of stakeholders such as banks, microcredit organizations, insurance companies, other creditors, auditors and more. The increase of default occurrence can be linked to the latest global financial crisis and appropriate credit risk management.

Many economists consider the latest global financial crisis to be the worst crisis since the Great Depression. Many European countries like Greece, Portugal, Italy and Ireland are facing severe financial and liquidity crisis, which are likely to lead to further issues such as mass demonstrations, European currency crisis, further jobs reduction. Financial crisis is defined in the relevant literature as a “disturbance to financial markets that disrupts the markets capacity to allocate capital – financial intermediation and hence investment come to a halt” [30]. It is believed that one of the main causes of the crisis lays in the collapse of large financial institutions, generally banks around the world.

International Convergence of capital measurement and capital standards segments three main parts of the minimal capital requirements for banks. The main three parts used for calculation of minimal capital requirements are credit, operational and market risks [31].

Assessing the probability of occurrence of credit default is the main interest of this research. According to the definition given by Basel Committee on Banking Supervision [31] credit default occurs when one or more of the following takes place:

- “It is determined that the obligor is unlikely to pay its debt obligations (principal, interest, or fees) in full;
- A credit loss event associated with any obligation of the obligor, such as charge-off, specific provision, or distressed restructuring involving the forgiveness or postponement of principal, interest, or fees;
- The obligor is past due more than 90 days on any credit obligation or
- The obligor has filed for bankruptcy or similar protection from creditors.”

In predicting credit default existing literature uses several classification techniques such as multiple discriminant analysis, linear probability, logit analysis, probit analysis, multinomial logit, decision trees, and artificial neural networks.

The main purpose of this study is to assess the probability of default occurrence on the banking market from Bosnia and Herzegovina. In other words the main purpose of the study is predict credit default, or to create a prediction model that distinguishes defaulted and non-defaulted companies, based on the financial data obtained from their financial statements. Since no such research with data including both Bosnia and Herzegovina entities, has been performed, the purpose of this study to construct the first credit default prediction model on the country, as well as on the entities levels, using traditional statistical such as logistic regression (logit) and multiple discriminant analysis (MDA). Since Bosnia and Herzegovina is constructed of two separate entities (Federation of Bosnia and Herzegovina and Republic of Srpska) the purpose of the research is focused on the entities as separate banking markets and on the country level as a whole. The only similar published study in the past constructed a default prediction model using data one-year prior to default and was focused on data from Federation of Bosnia and Herzegovina [3].
Additionally, the data used in this study includes financial figures for a large sample of companies, up to four years prior to default, enabling creation of several default prediction models one, two, three and four years prior to default. Comparison of predictive ability between different techniques is assessed on the basis of time to default, in order to define which technique has the best default predictive ability, when applied to the banking dataset from Bosnia and Herzegovina. Corporate financial data in different research fields is also used for other purposes such as tax evasion detection [32], which have an aim at optimizing the business processes, improve financial stability and public revenues.

The results of this research should have a practical application in an everyday risk assessment performed by creditors, especially banks operating on the market whole of Bosnia and Herzegovina as well as in the banks registered in only one of the Bosnia and Herzegovina entities, since it will be the first default prediction model. The results of the research are expected to contribute to better risk management, of existing risk as well as in the process of assessing the risk of new potential clients in financial institutions. The costs of wrong credit risk assessment in financial institutions, especially banks, can be enormous. Approving loans to companies with high risk (represented through probability of default) consecutively lead to high loan loss provisions.

Creating an effective default prediction model using an original data from Bosnia and Herzegovina banking market will help different stakeholders manage risks more efficiently. Banking market of Bosnia and Herzegovina is divided into two parts. Each entity is regarded as a separate banking market having its own regulating authority. Some large foreign banking groups have two separate banks in Bosnia and Herzegovina, one in Federation and one in Republic of Srpska.

The main question behind the study is determining a way to detect of discriminate bad from good credit applicants, without having to make long, detailed and thorough human-based financial analysis. It is usually a case, that credit officers are engaged and responsible for conducting such financial analysis, using different combinations of financial ratios. The calculated financial ratios are than compared to historically define optimal ranges, as comments are given to each one of them. The main issue emerging in conducting such an analysis appears in the form of constructing an overall assessment whether the analyzed company is creditworthy or not. In other words it is a very difficult task to assess whether an analyzed company is healthy or has a potential to default in the coming period. If no other data is available, it is also not an easy task to differ already defaulted and financially healthy companies.

The main research questions, aimed at solving such a problem are defined as follows:
1) Is it possible to predict credit default in Bosnia and Herzegovina using traditional logistic regression?
2) Is it possible to predict credit default in Bosnia and Herzegovina using multiple discriminant analysis?
3) Is credit default prediction identical for all groups of companies in Bosnia and Herzegovina, with regards to their size and geographical location?

Once the research questions are answered, it should be possible to discriminate between defaulted and healthy companies, on the basis of information included in companies’ financial statements. The research questions include two different groups of model creation methods, giving the study a multidimensional approach to credit default prediction issue.

The organization of the paper is as follows. Section 2 presents the reviewed literature on the default prediction. Section 3 presents the used methodology while Section 4 shows the data used and results obtained. Section 5 summarizes the paper with the concluding remarks.
LITERATURE REVIEW

Unlike in many modern European countries, banking market in Bosnia and Herzegovina has very complex legal and inefficient and ineffective structure. Even though the banking market in Bosnia and Herzegovina is considered as one of the most developed, its complex and inefficient structure leaves a large space for further improvements. Undeveloped structure of the financial market in Bosnia and Herzegovina leaves the banking sector as the main source of financing the economy.

The Constitution of Bosnia and Herzegovina defines that the country structure consists of two separate entities: Federation of Bosnia and Herzegovina and Republic of Srpska and one district. Likewise, each entity has its own banking market. Another difference between Bosnian banking market and other developed European markets is in the regulator authority. Central Bank of Bosnia and Herzegovina is the authority in charge of the monetary policy, however the authority of regulating the banking sector is granted to each entity. Each entity has its own law on banks as well as its own banking agency (Banking Agency of Federation of Bosnia and Herzegovina and Banking Agency of Republic of Srpska).

Credit risk is defined as “the degree of value fluctuations in debt instruments due to changes in the underlying credit quality of borrowers and counterparties” [4]. According to one study [5] three main variables affecting the credit risk of a financial asset are Probability of default (PD), Loss-given-default (LGD) and Exposure at default (EAD).

Many risk management models have been constructed previously, such as Algorithmics, CreditMetrics, CreditRisk+, KMV’s Portfolio Mager, Loan Pricing Corporation, McKinsey’s Credit Portfolio View and others. Most of them were constructed by large global banks such as J.P. Morgan and Credit Suisse [6].

Another study [7] divided all bankruptcy prediction models are divided into three main groups: statistical model group (MDA, logit), artificial intelligence models (RP and ANN) and theoretical models (entropy theory).

One of the earliest studies [8] reports that the ratio analysis was born with the construction of current ratio as the first indicator of credit worthiness. It has developed ever since, as it includes multiple different ratios. It is used very often for decision-making processes by lenders, rating agencies, investors, regulators, management and others. The study uses data from financial statements that are created according to internationally accepted reporting standards. The final sample chosen from the Moody’s Industrial Manual database included 79 failed companies form the period 1954-1964. These 79 companies belonged to 38 different industries. Non-failed companies were added to the sample matching the industry and size of failed ones. Five years before failure financial statements were collected. Six different groups of financial ratios were calculated including cash flow ratios, net-income ratio, debt to total asset ratios, liquid asset to total asset ratios, liquid asset to current debt ratios and turnover ratios. Mean values of each ratio were compared between failed and non-failed companies.

Altman [9] created the fundamentals of all bankruptcy prediction models. The purpose of his study was to assess the quality of ratio analysis. The sample used in the study included corporate manufacturing companies and it was divided into two main groups. The first group included 33 corporate manufacturers that filed a bankruptcy petition under Chapter X of the National Bankruptcy Act in the period of 1946-1965, while the other group included the same number of non-bankrupt companies. The average size of the sample companies was $6,4 million. Set of financial ratios proposed in the literature was used in the study to as potential predictors of bankruptcy. Financial data up to five years prior to bankruptcy were taken into
consideration. Used financial ratios were divided into five standardized groups: liquidity, profitability, leverage, solvency and activity.

Altman [10] revised two models for assessing the distress of industrial corporations. The models assessed are called Z-Score model and ZETA® credit risk models. These models study the unique characteristics of business failures by assessing the influential financial variables that can predict the occurrence of default. Ratio analysis of financial variables is the fundament in this study. This study is an extension to Altman’s previous studies, as it includes companies that are not traded publicly, non-manufacturing companies. The model also includes a new bond-rating equivalent model for emerging markets corporate bonds. The list of 22 variables (ratios) was used in the final analysis and they represented five groups of financial ratios: liquidity, profitability, leverage, solvency, and activity. Finally five ratios were used out of the starting 22 since they showed the best bankruptcy prediction ability.

The main purpose of another study was to construct a bankruptcy model, which would classify companies up to five years prior to failure of bankruptcy [11]. Used data set covered the period between 1969 and 1975. Linear and quadratic analysis was used in the study. The variables used in the study were return on assets, stability of earnings, debt service, cumulative profitability, liquidity, capitalization and size. Their results show that 7-variable ZETA bankruptcy model successfully predicts 90 % of the sample one year prior to bankruptcy and about 70 % of the sample five years prior to bankruptcy. The used sample in the study consisted of 53 bankrupt companies and 58 non-bankrupt ones. Linear and quadratic methods were used as the linear model showed 96,2 % for the bankrupt and 89,7 % accuracy for the non-bankrupt companies. The total linear model accuracy was 92,8 %. Quadratic model showed 94,3 % for the bankrupt, 91,4 % accuracy for the non-bankrupt companies and total accuracy of 92,8 %.

The first and only study on default prediction using financial data from Bosnia and Herzegovina used data from one of the entities in Bosnia and Herzegovina to create the first default prediction model in Bosnia and Herzegovina [3]. The study included 599 companies registered in Federation of Bosnia and Herzegovina and were divided into an original and holdout sample. Each company in the sample was assigned 15 financial ratios from the following ratio groups: profitability, liquidity, activity, leverage and coverage. Six variables that were extracted from the PCA were used in the logit analysis, which produced the default prediction model. The total classification accuracy of the model was 81,3 % with 95,6 % of correct classification of non-defaulted companies and 36,1 % of defaulted companies.

Deakin [12] analyzed possibility of business failure prediction by using multiple discriminant analysis, which finds a linear combination of ratios that discriminated between the desired groups, which should be classified. The author’s goal was to replicate previous studies conducted by [8, 9] using the same financial ratios. The sample consisted of 32 failed companies that experienced failure between 1964 and 1970, where by failure any form of bankruptcy, insolvency or liquidation was included. The failed companies were matched with non-failed ones on the basis of industry classification, year and the asset size. Financial data (financial ratios) for sampled companies were collected for the period of up to five years prior to bankruptcy. The author found that the relative importance of the variables changes over the five years prior to bankruptcy and that almost all of the variables contribute significantly to the discriminant ability of the function. The results showed that the prediction ability in the first three years was larger than in the fourth and fifth year prior to failure. The author concludes that the statistical technique of discriminant analysis can be used accurately for failure or bankruptcy prediction up to three years in advance. Although the study brings an interesting and a significant contribution to the bankruptcy prediction theory, it must be stressed out that the sample used in the study is relatively small.
Lau [13] presented a model that differs from the previous models in a way that instead of the failing and non-failing dichotomy it represents a five financial states that approximate the financial state of a company, and instead of classifying the firm into one of two financial states, this study provides a probability that a company will enter each of the five predefined financial states. The five presented financial states are: financial stability state, omitting or reducing dividend payments state, technical default and default on loan payments state, protection under X or XI of Bankruptcy Act and bankruptcy and liquidation. The results showed that each of the used explanatory variables assumed different values for companies in different predefined states. The paired t-tests showed that for each variable the five state means are significantly different. In order to construct the model multinominal logit analysis (MLA) was used. The authors also used multiple discriminant analysis (MDA) to compare the study results. The results showed that MLA outperformed MDA. The author reported overall 96 % prediction accuracy for the model that used one year before default data, 92 % prediction accuracy for the model that used two years before default data and 90 % prediction accuracy for the model that used three years before default data.

One study utilizes three different methods for bankruptcy prediction and classification: discriminant analysis, logistic regression analysis and genetic algorithms, whereas each of them has a different set of assumptions. Data consisted of financial statements of 74 Finish companies three years before default, equally divided between defaulted and non-defaulted. Failures used in the study occurred between 1986 and 1989. Total of 31 financial ratios were classified into three main groups of liquidity, solidity and profitability. Factor analysis with Varimax rotation was conducted to whether variables in different models are describing different financial dimensions. For the data one year before bankruptcy neural networks had the lowest Type I (5,26 %), Type II (0,00 %) and total error (2,70 %) between the three methods. Discriminant analysis had the lowest Type I (24,32 %), Type II (18,92 %) and total error (21,62 %) between the three methods for the data two years before bankruptcy. Three years before bankruptcy neural network had the best predictive ability or the lowest error rates as well [14].

Ohlson [15] studied bankruptcy prediction using the logit model and it was chosen instead of MDA to overcome the problems associated with MDA such as statistical requirements imposed on the distributional properties of the predictor variables. The data used in the study are from the period between 1970 and 1976 from the Compustat database, and the sample excluded small or privately held corporations, utilities, transportation companies, and financial services companies. Financial data for the failed companies were collected for the period of three years before bankruptcy. The final sample included 105 failed companies. Total number of 2058 healthy companies was added to the sample. Three different models including an intercept and the nine independent variables were made, see Appendix A. Their predictive abilities were 96,12 %, 95,55 % and 92,84 %.

Another study used a sample of Croatian companies to classify them into distressed of non-distressed group, based on 15 financial ratios [16]. The methods of logit analysis, MDA and multidimensional scale (MDS) were used. Financial statements of Croatian companies from 2002 were obtained. Seven different industries were represented in the sample. Unlike many of the previous bankruptcy prediction studies, the companies in the sample were classified into three different groups: good, bad and medium, representing different levels of credit risk. MDA results showed that three variables were statistically significant as they represented liquidity and profitability ratios. MDA model correctly classified all good companies, while the classification of bad companies was very low with a hit ratio of 57 %. The overall predictive accuracy of the MDA model on the Croatian data set was 89 %. MDS model correctly classified 97 % companies (100 % of good and 88 % of the bad companies) and it
included six financial ratios. Logit analysis included three variables in the study and had an overall predictive ability of 93% (95% of good and 88% of the bad companies). These results showed that MDA had the best predictive ability among the used techniques.

Šarlija [17] used logistic regression, decision trees and neural networks to predict bankruptcy on a sample of 200 loan applications. Out of the 200 applications 67 were defaulted afterwards, while the remaining 133 were good loan decisions. The data was obtained from one Croatian credit-deposit institution. Seven groups of predictor characteristics were used (business idea, growth plan, marketing plan, entrepreneur characteristics, business characteristics, credit program characteristics, lending institution-entrepreneur relationship). The best predictor of credit default on this study was logistic regression with 83% of correct classification. Different models of ANNs (from 44% to 69%) and DTs (from 44% to 79%) had lower predictive ability.

Croatian sample was also used in the study that aimed at predicting short term illiquidity. The results of the study have shown that financial ratios from all five groups are statistically significant in short term liquidity prediction. The study utilized additional variables indicating the company’s geographical location and industry type, which show that liquidity differs among companies located in different geographical locations as well as for companies from different industries [7].

**METHODOLOGY**

Based on the previous default prediction research, list of most frequently used financial ratios was assessed, and calculated for each defaulted and healthy company in the sample. The data patterns were analyzed for the total data set and for each of the groups of companies separately (defaulted and healthy group).

Two main groups of methods were used to test the posed hypothesis and answer the research questions. The collected data was analyzed by a group of traditional statistical methods represented by logistic regression and multiple discriminant analysis. The outcome of the study is a set of default prediction models created using two different techniques:

- on a country level,
- on constitutional entities level,
- for SMEs,
- for large corporate companies.

Hypothesis testing has been performed after the prediction models were created. The predictive ability of created prediction models using logistic regression and MDA (see Appendix B) was compared in order to detect optimal combination of the applied technique and used subset of data.

The research aims at creation of the first default prediction models in Bosnia and Herzegovina. The first and only prediction model for Federation of Bosnia and Herzegovina was created [3] as one-year, prediction model created using data from one of the two entities in Bosnia and Herzegovina, using a single statistical technique. This research aims at creating a multi-period prediction models with a utilization of a wider set of statistical and artificial intelligence methods.

Logistic regression analysis is a statistical technique often used for in different fields of research such as medical and social sciences, marketing, movie industry, finance and many more. It was introduced in late 1960s as an alternative to ordinary least squares (OLS) regression. It found a wide application in statistical software programs during 1980s [33].

Its main goal is to find the best fitting model that best describes the relationship between an outcome and the set of independent variables [34, 35]. The main mathematical concept under the logistic regression is the logit or the natural logarithm of an odds ratio.
Logistic regression as a statistical method is suited and usually used for testing hypothesis about relationships between a categorical dependent or an outcome variable and one or more categorical or continuous predictor or independent variables. The dependent variable in logistic regression is binary or dichotomous. The maximum likelihood method, which yields values for the unknown parameters, is used for estimating the least squares function. Logistic regression solves such problems applying the logit transformation. Logistic regression predicts the logit of Y to X. Since the logit is the natural logarithm (ln) of odds of Y, and the odds are the ratios of probabilities (π) of Y happening to probabilities (1 − π) of Y not happening. The dependent variable in logistic regression can be presented as follows:

\[
Y = \begin{cases} 
1, \\
0, 
\end{cases}
\] (1)

Let us denote the \( p \) independent variables by the vector \( X' = (x_1, x_2, \ldots, x_p) \). If the conditional probability of the outcome is \( \pi(Y = 2 | x) = \pi(x) \), the logistic regression model is given by the following equation

\[
\pi(x) = \alpha + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_p x_p .
\] (2)

The logistic regression has the following form

\[
\text{Logit}(Y) = \text{natural log}(\text{odds}) = \ln \left( \frac{\pi}{1 - \pi} \right) = \alpha + \beta x ,
\] (3)

\[
\pi = \text{probability}(Y = \text{outcome of interest} | X = x, \text{a specific value of } X) = \frac{e^{\alpha + \beta x}}{1 + e^{\alpha + \beta x}} ,
\] (4)

where \( \pi \) is probability of the outcome of interest, \( \alpha \) intercept of \( Y \) and \( \beta \) regression coefficient. The logistic regression can also be stated in the form of odds:

\[
\frac{\pi_i}{1 - \pi_i} = \exp(\alpha + \beta_i X_i) ,
\] (5)

It can also be presented in terms of probability:

\[
\pi_i = \frac{\exp(\alpha + \beta_i X_i)}{1 + \exp(\alpha + \beta_i X_i)} ,
\] (6)

In logistic regression the value of the coefficient \( \beta \) determines the direction of the relationship between \( X \) and the logit of \( Y \), while \( \alpha \) and \( \beta \) are usually determined by maximum likelihood method (ML). The data are entered into the analysis as 0 and 1 coding for the dichotomous outcome. Usually, the null hypothesis of the logit model states that all \( \beta \)-s are equal to zero. If there exists at least one \( \beta \) different from zero the null hypothesis is rejected, and the logistic regression model predicts the probability of an outcome better than only the mean of the dependent variable marked as \( Y \) [36]. The probability of \( X \) or \( \pi(X) \) does not have a linear relation to coefficients in the logistic function, and the maximum likelihood is used. The maximization of the likelihood function expresses the probability of the data set as a function of the unknown parameters:

\[
L(b) = \prod_{i=1}^{n} \pi_i(x_i)^{y_i} \left[ 1 - \pi_i(x_i) \right]^{1-y_i} .
\] (7)

The use of logistic regression requires certain data pre-processing and model building methodology. In data pre-processing phase a question of variable selection is raised. The dependent variable is dichotomous representing a state of distress or no distress, while the dependent variables can be dichotomous or continuous usually representing financial ratios. Logistic regression is less sensitive to statistical assumptions than the other statistical techniques. Missing values are also an important topic in the use of logistic regression in
bankruptcy forecasting, since financial statements differ between companies from different industries. Missing value problem can be solved either by deleting cases with any missing value, by filling the gap with the mean value of other cases or by computing the missing variable value from a regression equation estimated against the other variables. Many different model-building methodologies exist in logistic regression such as stepwise procedure (forward and backward development). Wald statistic with the 10% significance level is probably is used for variable removal. The model classification power for the logistic regression is computed by the chi-square statistic \[18, 36\].

Discriminant analysis is a statistical technique used in many different fields and it includes a discriminant variety and represents a linear combination of two or more independent variables that discriminate between the objects in the a priori defined groups \[37\]. Discriminant analysis is mainly used for solving classification and prediction problems \[19\]. Similar to the logistic regression the dependent variable is dichotomous. The discriminant function has the following form:

\[
Z_{jk} = \alpha + w_1 x_{ik} + w_2 x_{2k} + \ldots + w_n x_{nk},
\]

where \(Z_{jk}\) is discriminant \(Z\) score of the discriminant function, \(\alpha\) the intercept, \(w_i\) the discriminant weight for independent variable \(i\), while \(x_{jk}\) is the independent variable \(i\) for object \(k\).

The probability that a case with a discriminant score of \(Z\) belongs to group \(i\) is estimated by the following equation:

\[
\pi(G_i|D) = \frac{\pi(D|G_i)\pi(G_i)}{\sum_{j=1}^{n} \pi(D|G_j)\pi(G_j)},
\]

where the prior represented by \(\pi(G_i)\) is an estimate of the likelihood that a case belongs to a certain group \([1]\). The objects are classified into one or the other group on the basis of the obtained \(Z\) score, whether it is higher or lower than the predefined cut off value. Multiple discriminant analysis computes the discriminant coefficients. The main advantage of MDA is in the ability to classify objects, by analyzing the total variable profile of one object simultaneously \([9]\). The discriminant analysis creates a vector of weights in a way that the sum of the products of the each element of the vector times the corresponding ratio produces a score that maximizes the distinction between the predefined groups. The distance between the centroids of the two groups is used to test the statistical significance of the discriminant model. If the overlap is small enough the two groups can be considered as different, and vice versa \([12]\).

Multiple discriminant analysis assumes several statistical assumptions such as: normal distribution, homogeneity of variances/covariance, correlations between means and variances, multicollinearity.

Since the main aim of the study is to predict occurrence of default, the dependent variable shows the existence or non-existence of the state of default. Banking data including indicators of default was used for determining the dependent variable. Companies being in delay of bank debt service more than 90 days, according to Basel II principles \([31]\), are regarded as defaulted or distressed. There are several reasons why state of default, as a separation limit was chosen instead of state of bankruptcy in this research:

- defaulted companies are the ones being in delay of debt servicing for more than 90 days.
- Bankruptcy in practice usually occurs long time after the state of default took place. Bankrupt companies can be in default for several years before the bankruptcy announcement.
- This is the main reason why default was used as a trigger instead of bankruptcy,
• banks are obliged to internally exclude booking of regular interest income for clients once they are defaulted,
• defaulted assets are regarded as non-performing assets.

DATA AND RESULTS

Once all of the companies being in the state of default are extracted, only the ones transferred from healthy to defaulted, during the year of 2011 were retained in the sample. For each of the company that defaulted during the year of 2011, financial data was collected. The financial data for this study will obtained from AFIP\(^1\) database for Federation of Bosnia and Herzegovina and from APIF\(^2\) database for Republic of Srpska data. These databases consist of financial statements of all of the companies registered in Federation of Bosnia and Herzegovina and Republic of Srpska. The total number of legal entities registered in AFIP database of Federation of Bosnia and Herzegovina in the year of 2010 exceeds 20,000 while in APIF database of Republic of Srpska the number of legal entities exceeds 9,000. Companies with inconsistent and incomplete financial statements were left out. For all of the sampled defaulted companies from both entities, financial statements for up to four years before default were collected. Healthy companies from both entities were added to the sample. Financial statements for the healthy companies were collected for at up to four consecutive years. The years of financial statements are matched for defaulted and healthy companies.

Sampling procedure begun with choosing defaulted companies. Available bank data bases were used to detect defaulted companies (Basel II default methodology). To ensure proper dispersion, several banks’ default data bases were combined. Based on the total created default dataset, which included companies from Federation of Bosnia and Herzegovina, Republic of Srpska, large corporate companies and SMEs, sample was chosen using random method. Based on the number of randomly chosen defaulted companies, healthy companies were added, also using random sampling method. The ratio between defaulted and non-defaulted companies was created to ensure proper representation of default-healthy ratio expected on the market in the coming periods. The default-healthy ratio used was assessed based on historical data and trends, which are clearly indicating further deterioration on loan portfolios of banks operating in Bosnia and Herzegovina. Larger share of defaults was intentionally included in the final sample, since Type II errors, represented by misclassification of defaults as healthy companies, are several times more costly than Type I errors.

Table 1. Data structure on country level (D – defaulted, H – healthy). Source: author’s calculations.

<table>
<thead>
<tr>
<th></th>
<th>(t-4)</th>
<th>(t-3)</th>
<th>(t-2)</th>
<th>(t-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D</td>
<td>H</td>
<td>Total</td>
<td>D</td>
</tr>
<tr>
<td>FB&amp;H</td>
<td>272</td>
<td>279</td>
<td>755</td>
<td>292</td>
</tr>
<tr>
<td>RS</td>
<td>113</td>
<td>280</td>
<td>393</td>
<td>113</td>
</tr>
<tr>
<td>B&amp;H</td>
<td>385</td>
<td>763</td>
<td>1,148</td>
<td>405</td>
</tr>
</tbody>
</table>

Table 2. Data structure on company size level (D – defaulted, H – healthy). Source: author’s calculations.

<table>
<thead>
<tr>
<th></th>
<th>(t-4)</th>
<th>(t-3)</th>
<th>(t-2)</th>
<th>(t-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D</td>
<td>H</td>
<td>Total</td>
<td>D</td>
</tr>
<tr>
<td>COR</td>
<td>194</td>
<td>279</td>
<td>473</td>
<td>198</td>
</tr>
<tr>
<td>SME</td>
<td>191</td>
<td>484</td>
<td>675</td>
<td>207</td>
</tr>
<tr>
<td>B&amp;H</td>
<td>385</td>
<td>763</td>
<td>1,148</td>
<td>405</td>
</tr>
</tbody>
</table>
Sampling was also done in order to represent Federation of Bosnia and Herzegovina and Republic of Srpska based companies as well as large corporate companies and SMEs.

The chosen dependent variable is represented by an indicator of existence or non-existence of default for a certain company included in the sample. Based on the indicator of days of delay, companies are identified as defaulted and non-defaulted (healthy). A dichotomous variable is used to represent the dependent variable, or to separate defaulted from the healthy companies. If the value of the dichotomous dependent variable is 1 it represents a defaulted company, while the value of the dependent variable of 0 is given to a healthy company.

\[
Y = \begin{cases} 
1, & \text{defaulted}, \\
0, & \text{healthy}.
\end{cases}
\] (10)

Financial ratios are believed to be the best representatives of the financial health of one company. Even though they are not a substitute for a crystal ball, they can however summarize large quantity of financial data in order to compare financial results of different companies [38]. They are widely used in for internal management purposes, external evaluation and very often in finance research, especially in default prediction issues, as they were found to be good predictors of default in previous research. Financial ratios represent relationship between two or more financial positions and their correct interpretation can lead to better understanding of the financial state of one company [39]. They provide us with necessary information regarding company’s profitability and riskiness [40].

Companies with financial problems are showing statistically significant differences in the main financial ratios from the healthy companies. Based on the previous theoretical background [7, 41], list of 31 financial ratios was chosen for the study. All of the variables were chosen to represent five main groups of financial ratios: liquidity, profitability, leverage, activity and efficiency.

Two additional dichotomous variables representing the entity in which the company is registered (FB&H or RS) and company size (corporate or small and medium enterprise) were added on the list, totaling 33 variables. Table 3 shows the used 31 financial ratios and additional two dichotomous independent variables. The most frequently used financial ratios from each of the five groups were included in the study, and calculated for all of the companies in the sample. Return on investment (ROI) was consecutively omitted from the study, due to unavailability of data regarding investments in collected financial statements of companies in the sample.

To ensure the validity in this research, several steps were initiated. Since the default prediction model creation, was the main aim of the study, detailed research methodology was constructed. Defaulted companies were detected, with a corresponding year of default occurrence. Data was used from several banks operation in Bosnia and Herzegovina to ensure that the sample represents majority of the banks. It was also important that the chosen data sample, includes companies from both entities, and all major regions of the two entities. Once the defaulted companies from both entities and most regions were identified, total NPL share was assessed. To create a sample which would represent the average Bosnia and Herzegovina NPL share, an appropriate number of healthy companies was added to the defaulted list. The sample was chosen to have a needed share of both SME and large corporate companies, as well as to represent all major regions of the two entities. Original financial data was the basis for financial ratio calculation. Choice of financial ratios, as default predictors was done on the published literature basis. To create default prediction models, financial data was collected in the way to include data up to four consecutive years prior to default for defaulted companies, and up to four consecutive years, making sure that they correspond to the years of defaulted cases.
A large sample size and high confidence level was selected to be able to generalize the results to the population. To ensure research reliability, the total data set was divided twice: on two different entities and on the basis of company size. In other words, each result was validated four times for reliability several times by the created subsets. To ensure proper level of validity and reliability only the best performance models are presented. The basis for the decision on the presentation of the best performing models are: statistical, economic and logic.

Correlation matrices were created for all five datasets in order to detect multicollinearity presence for MDA analysis. Each variable having correlation with another variable higher than 0,50 or lower than −0,50 was removed from further analysis. Variance inflation factor (VIF) and tolerance values were also used to detect multicollinearity among the predictor variables. Table 4 shows the variables removed from the five data sets due to multicollinearity.

Logistic regression and multiple discriminant analysis are used to create default prediction models, on each of the five data sets. For each of the data sets, the techniques are applied on four observed years, for which the financial data are collected. The output of this research set-up is 32 prediction models. To ensure proper level of validity and reliability only the best models are presented. The basis for the decision on the presentation of the best performing models is threefold: statistical, economic and logic criteria.

Statistical criteria consist of several different tests which create the basis for the decision on the best prediction model. Predictive ability of the model is assessed by its hit ratio. Every model has three different hit indicators: (a) healthy companies correct classification, (b) defaulted companies correct classification and (c) total model hit ratio. Depending on the type of method used, different indicators of goodness-of-fit statistics are used to compare different models. Each of the predictor variables is analyzed with its relation to the dependent variable and compared to the expected relationship prior to the model creation in order to assure its economic justification. Models are also compared on the basis of the logic of the relationship between dependent and independent variables. Only the models created with the use of different methods, which have the optimal combination of statistical indicators (hit ratios and goodness-of-fit), economic justification and logical results are presented.

The final output of the research is 8 default prediction models (marked m1 to m8). Each group of methods used will have four representing models. Models m1, m2, m3 and m4 are the optimal logistic regression models for the periods four, three, two and one years before default. Models m5, m6, m7 and m8 are the optimal multiple discriminant analysis models.

**LOGISTIC REGRESSION MODELS**

The optimal logistic regression models are chosen for all four periods prior to default. The decision is made on the basis of the scored hit ratios represented by classification tables and goodness-of-fit statistics represented by Cox & Snell $R^2$ and Nagelkerke $R^2$. All chosen logit models are given in Appendix C.

The first chosen model m1 representing logistic regression in the period t-4 and is chosen from the large corporate companies (COR) data set. Enter was chosen over the stepwise method in this model since it gave better predictive ability and better model fit (stepwise logit model had the predictive ability of 74,2 % and Nagelkerke $R^2$ of 0,37). The model was also tested with a classification cut off point of 0,50. After the comparison between the models created with classification cut off points of 0,50 and 0,45 the later was retained, since it predicted defaulted companies significantly better than the model with the higher classification cut off point.

The first model shows that only 4 variables are statistically significant ($p < 0,05$), including 2 financial ratios, one dummy variable and a constant variable. The independent variables that are statistically significant are: return on equity, indebtedness factor, Entity Dummy and a constant.
Return on assets has a logistic coefficient \( B \) of \(-5.281 \) and exponentiated coefficient \( \exp(B) \) of \(0.049 \) \((p\text{-value} < 0.05)\), showing that for one unit change of the return on assets variable will reduce the odds of a default by 99\%. Indebtedness factor has a logistic coefficient \( B \) of \(0.022 \) and exponentiated coefficient \( \exp(B) \) of \(1.023 \) \((p\text{-value} < 0.05)\), showing that for one unit change of the indebtedness factor variable will increase the odds of a default by 2\%.

The model shows that companies registered in Federation of Bosnia and Herzegovina have 80\% lower odds of defaulting than companies registered in Republic of Srpska. The model has Wald statistic value of the Omnibus Test of Model Coefficients of 160,207 \((p = 0.000)\), and it can be concluded that the proposed model fits the data well. Hosmer and Lemeshow test compares the fitted expected and actual values by groups. Hosmer and Lemeshow test has an insignificant Wald statistic of 3,384 \((p = 0.908)\) also suggesting and confirming Omnibus Test of Model Coefficients that the created model fit at a desired level. It can be concluded that the model has satisfactory goodness-of-fit confirmed by both chosen statistics.

The \(-2\) Log likelihood of the final model has a value of 437,234 and has decreased significantly from the base model in which the \(-2\) Log likelihood amounted 533,827. It can be concluded that adding statistically significant variables (return on equity, indebtedness factor, Entity Dummy) improved the model \(\chi^2(3, N = 442) = 96,593, p < 0.001\). Two additional descriptive measures of goodness-of-fit presented in Table 16 are Cox and Snell \(R^2\) and Nagelkerke \(R^2\), as they have values of 0.304 and 0.410, respectively indicating also fairly good goodness-of-fit. The two \(R^2\) statistics show the amount of variability explained by the model. This can be considered as a high level of goodness-of-fit since the data used for the model is four years distant from default occurrence. Higher values of the two \(R^2\) indicators suggest a better model goodness-of-fit.

The second chosen model \(m2\) representing logistic regression in the period \(t - 3\) is created from the large corporate companies (COR) data set. Enter was chosen over the stepwise method in this model since it gave better predictive ability and better model fit (stepwise logit model had the predictive ability of 77.4\% and Nagelkerke \(R^2\) of 0.44). The model was also tested with a classification cut off point of 0.45. After the comparison between the models created with classification cut off points of 0.50 and 0.45 the model with classification cut off of 0.50 was retained, since it predicted healthy companies significantly better than the model with the higher classification cut off point. There is no significant difference of defaulted companies predictive ability between the two compared models.

The second model shows that 6 variables are statistically significant \((p < 0.050)\), including 4 financial ratios, one dummy variable and a constant variable. The independent variables that are statistically significant are: short term assets to total assets, return on assets, shareholder equity ratio, account payables days, Entity Dummy and a constant.

Short term assets to total assets has a logistic coefficient \( B \) of \(-3.294 \) and exponentiated coefficient \( \exp(B) \) of \(0.211 \) \((p\text{-value} = 0.00)\), showing that for one unit change of the short term assets to total assets variable will increase the odds of a default by 88\%. Return on assets has a logistic coefficient \( B \) of \(-11.090 \) and exponentiated coefficient \( \exp(B) \) of \(0.000 \) \((p\text{-value} < 0.05)\), showing that for one unit change of the return on assets variable will decrease the odds of a default by 100\%. Shareholder equity ratio has a logistic coefficient \( B \) of \(-2.803 \) and exponentiated coefficient \( \exp(B) \) of \(0.061 \) \((p\text{-value} = 0.00)\), showing that for one unit change of the shareholder equity ratio variable will decrease the odds of a default by 94\%. Account payables days has a logistic coefficient \( B \) of \(-0.002 \) and exponentiated coefficient \( \exp(B) \) of \(0.997 \) \((p\text{-value} < 0.05)\), showing that for one unit change of the account payables days variable will decrease the odds of a default by less than 1\%. The model three years prior to default shows that companies registered in Federation of Bosnia and
Herzegovina have 79% lower odds of defaulting than companies registered in Republic of Srpska. The model has Wald statistic value of the Omnibus Test of Model Coefficients of 220,275 ($p = 0.000$), and it can be concluded that the proposed model fits the data well. Hosmer and Lemeshow test however has a significant Wald statistic of 16,419 ($p = 0.037$) unlike Omnibus Test of Model Coefficients showing that the created model does not fit at a desired level. Since the Hosmer and Lemeshow test shows the $p$-value close to the insignificance level of 0.50, and that Omnibus Test of Model Coefficients has a significant $p$-value it can be concluded that the model has satisfactory goodness-of-fit confirmed by one of the chosen statistics. Since all of the other models tested on the $t-3$ data had a significant Hosmer and Lemeshow test, the model created from the corporate data set is presented, having better predictive ability and goodness-of-fit.

The $-2$ Log likelihood of the final model has a value of 399,887 and has decreased significantly from the base model in which the $-2$ Log likelihood amounted 555,937. It can be concluded that adding statistically significant variables (short term assets to total assets, return on assets, shareholder equity ratio, account payables days, Entity Dummy) improved the model significantly $\chi^2(5, N = 458) = 156,050, p < 0.001$. Additional descriptive measures of goodness-of-fit are Cox and Snell $R^2$ and Nagelkerke $R^2$, as they have values of 0.385 and 0.515, respectively indicating also good goodness-of-fit. The two $R^2$ statistics show the amount of variability explained by the model. It can be interpreted that shown by Cox and Snell $R^2$ the presented model explains 38.5% of the variance, while the Nagelkerke $R^2$ shows that the model explains 51.5% of the variance of default. This can be considered as a high level of goodness-of-fit since the data used for the model is three years distant from default occurrence.

The third chosen model m3 representing logistic regression in the period $t-2$ is from the large corporate companies (COR) data set. Stepwise was chosen over the enter method in this model since it gave better predictive ability and better model fit (enter logit model had the predictive ability of 81.1% and Nagelkerke $R^2$ of 0.44). The model was also tested with a classification cut off point of 0.45. After the comparison between the models created with classification cut off points of 0.50 and 0.45 the model with classification cut off of 0.50 was retained, since it predicted healthy companies significantly better than the model with the higher classification cut off point and there was no significant difference of defaulted companies predictive ability between the two compared models.

The model shows that 6 variables are statistically significant ($p < 0.050$), including 5 financial ratios and one dummy variable. Constant variable has an insignificant $p$-value. The independent variables that are statistically significant are: coefficient of financial stability, return on assets, liabilities to total asset ratio, total assets turnover ratio, account receivables days and Entity Dummy.

Coefficient of financial stability has a logistic coefficient B of 0.481 and exponentiated coefficient exp(B) of 1.618 ($p$-value $< 0.05$), showing that for one unit change of the coefficient of financial stability variable will increase the odds of a default by 62%. Return on assets has a logistic coefficient B of $-16.523$ and exponentiated coefficient exp(B) of 0.000 ($p$-value $= 0.00$), showing that for one unit change of the return on assets variable will decrease the odds of a default by 100%. Liabilities to total asset ratio has a logistic coefficient B of 0.009 and exponentiated coefficient exp(B) of 1.009 ($p$-value $< 0.05$), showing that for one unit change of the return on assets variable will decrease the odds of a default by 1%. Total assets turnover ratio has a logistic coefficient B of $-0.693$ and exponentiated coefficient exp(B) of 0.500 ($p$-value $< 0.05$), showing that for one unit change of the total assets turnover ratio variable will decrease the odds of a default by 50%. Account receivables days has a logistic coefficient B of 0.002 and exponentiated coefficient exp(B)
of 1,002 (p-value < 0.05), showing that for one unit change of the account receivables days variable will increase the odds of a default by less than 1%.

The chosen model included the dummy variable coding companies coming from different entities. The model two years prior to default shows that companies registered in Federation of Bosnia and Herzegovina have 77% (logistic coefficient B equals –1.482) lower odds of defaulting than companies registered in Republic of Srpska. The model has Wald statistic value of the Omnibus Test of Model Coefficients of 191,095 (p = 0.000), and it shows that the proposed model fits the data well. Hosmer and Lemeshow test has an insignificant Wald statistic of 12,348 (p = 0.132) and confirms the Omnibus Test of Model Coefficients, showing that the created model fits at a desired level. It can be concluded that the model has satisfactory goodness-of-fit confirmed by both chosen statistics. The model fit is estimated with the value of –2 times the log of the likelihood known as –2 Log likelihood. The –2 Log likelihood of the final model has a value of 424,112 and has decreased significantly from the base model in which the –2 Log likelihood amounted 511,711. The total difference of the two –2 Log likelihood statistics is 87,599. It can be concluded that adding statistically significant variables (coefficient of financial stability, return on assets, liabilities to total asset ratio, total assets turnover ratio, account receivables days and Entity Dummy) improved the model significantly χ²(6, N = 454) = 87,599, p < 0.001. Two additional descriptive measures of goodness-of-fit Cox and Snell R² and Nagelkerke R² have values of 0.344 and 0.463, respectively indicating also good goodness-of-fit. Cox and Snell R² and Nagelkerke R² improved significantly as they amounted 0.204 and 0.275, respectively, in the base model. The two R² statistics show the amount of variability explained by the model. It can be interpreted that shown by Cox and Snell R² the presented model explains 34.4% of the variance, while the Nagelkerke R² shows that the model explains 46.3% of the variance of default. This can be considered as a relatively high level of goodness-of-fit since the data used for the model is two years distant from default occurrence.

The fourth chosen model m4 representing logistic regression in the period t – 1 is from the large corporate companies (COR) data set. Stepwise was chosen over the enter method in this model since it gave better predictive ability and better model fit (enter logit model had the predictive ability of 84.7% and Nagelkerke R² of 0.53). The model was also tested with a classification cut off point of 0.45. After the comparison between the models created with classification cut off points of 0.50 and 0.45 the model with classification cut off of 0.50 was retained, since it predicted healthy companies significantly better than the model with the higher classification cut off point and there was no significant difference of defaulted companies predictive ability between the two compared models.

The model shows that 5 variables are statistically significant (p < 0.050), including 4 financial ratios and one dummy variable. Constant variable has an insignificant p-value. The independent variables that are statistically significant are: coefficient of financial stability, return on assets, debt asset ratio, total assets turnover ratio and Entity Dummy.

Coefficient of financial stability has a logistic coefficient B of 0.174 and exponentiated coefficient exp(B) of 1.187 (p-value = 0.00), showing that for one unit change of the coefficient of financial stability variable will increase the odds of a default by 19%. Return on assets has a logistic coefficient B of –8.255 and exponentiated coefficient exp(B) of 0.00 (p-value = 0.00), showing that for one unit change of the return on assets variable will decrease the odds of a default by 100%. Debt asset ratio has a logistic coefficient B of 2.495 and exponentiated coefficient Exp(B) of 12.126 (p-value = 0.00), showing that for one unit change of the debt asset ratio variable will increase the odds of a default by more than 1,000%. Total assets turnover ratio has a logistic coefficient B of –1.974 and exponentiated coefficient exp(B) of
0.139 \ (p-value = 0.00), showing that for one unit change of the total assets turnover ratio variable will decrease the odds of a default by 86%.

The chosen model included the dummy variable coding companies coming from different entities. The model one years prior to default shows that companies registered in Federation of Bosnia and Herzegovina have 81% (logistic coefficient B of \(-1.676\)) lower odds of defaulting than companies registered in Republic of Srpska. The model has Wald statistic value of the Omnibus Test of Model Coefficients of \(246,049 \ (p = 0.000)\), and it shows that the proposed model fits the data well. Hosmer and Lemeshow test has an insignificant Wald statistic of 15,245 \ (p = 0.055)\) and confirms the Omnibus Test of Model Coefficients, showing that the created model fits at a desired level. It can be concluded that the model has satisfactory goodness-of-fit confirmed by both chosen statistics. The model fit is estimated with the value of \(-2\) times the log of the likelihood known as \(-2\) Log likelihood. The \(-2\) Log likelihood of the final model has a value of 363,314 and has decreased significantly from the base model in which the \(-2\) Log likelihood amounted 469,258. The total difference of the two \(-2\) Log likelihood statistics is 105,944. It can be concluded that adding statistically significant variables (coefficient of financial stability, return on assets, liabilities to total asset ratio, total assets turnover ratio, account receivables days and Entity Dummy) improved the model significantly \(\chi^2(5, N = 452) = 105,944, p < 0.001\).

Two additional descriptive measures of goodness-of-fit Cox and Snell \(R^2\) and Nagelkerke \(R^2\) have values of 0.420 and 0.567, respectively indicating also good goodness-of-fit. Cox and Snell \(R^2\) and Nagelkerke \(R^2\) improved significantly as they amounted 0.267 and 0.360, respectively, in the base model. The two \(R^2\) statistics show the amount of variability explained by the model. It can be interpreted that shown by Cox and Snell \(R^2\) the presented model explains 42.0% of the variance, while the Nagelkerke \(R^2\) shows that the model explains 56.7% of the variance of default.

The key goal of each of created prediction models is to predict the data behavior to the maximum possible extent. The next table compared the predictive abilities, through hit ratios, of the four chosen logistic regression models.

<table>
<thead>
<tr>
<th></th>
<th>Logit hit ratio comparison</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(m_1 \ (t - 4), %)</td>
<td>(m_2 \ (t - 3), %)</td>
<td>(m_3 \ (t - 2), %)</td>
<td>(m_4 \ (t - 1), %)</td>
<td></td>
</tr>
<tr>
<td>Healthy</td>
<td>77.90</td>
<td>83.15</td>
<td>86.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defaulted</td>
<td>70.00</td>
<td>78.61</td>
<td>82.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall correct</td>
<td>74.40</td>
<td>81.28</td>
<td>84.96</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**MULTIPLE DISCRIMINANT ANALYSIS MODELS**

All multiple discriminant analysis models were adjusted in order to fulfil all statistical assumptions including normal distribution, homogeneity of variances/covariance, correlations between means and variances and multicollinearity. All chosen logit models are given in Appendix D.

The first chosen model \(m_5\) representing MDA in the period \(t - 4\) is created from the large corporate companies (COR) data set. The model was created using seven model creation steps including creation of the base discriminant model, checking the database for outliers, testing of variables for normality assumption, substitution of variables not fulfilling normality assumption with transformed variables, checking the variables for multicollinearity, checking the model for homogeneity of variances/covariance assumption.
The model has Wilks’ lambda highly significant ($p < 0.000$) and has a value of 0.754 shows relatively low separation between defaulted and healthy companies, as 75.4% of variability is not explained by the model. The $\chi^2$ statistic tests whether the canonical correlation of the function is equal to zero, or whether the model has any discriminating power. The null hypothesis of the $\chi^2$ statistic is that the model has no discriminating power. The $\chi^2$ statistic’s significance level is calculated by the $p$-value. The presented model has a $\chi^2$ of 117,190 ($p = 0.000$). The Box’s M statistic has a value of 519,355 with a significant $p$-value (0.000) which means that the null hypothesis is not rejected and the assumption of equal dispersion is violated. The large sample size however makes this violation not too important for the further model interpretation and classification ability. The model consists of seven predictor variables including: net working capital, return of assets, net profit margin, indebtedness factor, total assets turnover ratio, account receivables turnover ratio and a dummy variable indicating an entity where the company is registered. The model shows that variables return on assets and EntityDummy have the highest coefficients and strong impact on the default prediction.

The second chosen model m6 representing MDA in the period $t$ – 3 is from the large corporate companies (COR) data set. The model has Wilks’ lambda highly significant ($p < 0.000$) and has a value of 0.741 shows relatively low separation between defaulted and healthy companies, as 74.1% of variability is not explained by the model. The $\chi^2$ statistic tests whether the canonical correlation of the function is equal to zero, or whether the model has any discriminating power. The null hypothesis of the $\chi^2$ statistic is that the model has no discriminating power. The $\chi^2$ statistic’s significance level is calculated by the $p$-value. The presented model has a $\chi^2$ of 128,270 ($p = 0.000$). The Box’s M statistic has a value of 883,232 with a significant $p$-value (0.000) which means that the null hypothesis is not rejected and the assumption of equal dispersion is violated. The large sample size however makes this violation not too important for the further model interpretation and classification ability.

The model consists of five predictor variables including: return of assets, total assets turnover ratio, liabilities to total asset ratio, return on equity, and financial efficiency ratio. The model shows that variables return on assets and total assets turnover ratio have the highest coefficients and strong impact on the default prediction.

The third chosen model m7 representing MDA in the period $t$ – 2 is from the Federation of Bosnia and Herzegovina (FB&H) data set. This model initially included 756 cases, before the variables transformation. In the model creation procedure, 448 cases were excluded due to missing variables, giving the total of 308 valid cases used in the model creation procedure. The model has Wilks’ lambda highly significant ($p < 0.000$) and has a value of 0.691 shows relatively low separation between defaulted and healthy companies, as 69.1% of variability is not explained by the model. The $\chi^2$ statistic tests whether the canonical correlation of the function is equal to zero, or whether the model has any discriminating power. The null hypothesis of the $\chi^2$ statistic is that the model has no discriminating power. The $\chi^2$ statistic’s significance level is calculated by the $p$-value. The presented model has a $\chi^2$ of 112,558 ($p = 0.000$). The Box’s M statistic has a value of 5,607 with an insignificant $p$-value (0.478) which means that the null hypothesis is rejected and the homogeneity of variances/covariance assumption fulfilled.

The model consists of three predictor variables including: return of assets, net profit margin and liabilities to total asset ratio and all with high coefficients and strong impact on the default prediction. All of the included variables are transformed using their logarithmic value.

The fourth chosen model m8 representing MDA in the period $t$ – 1 is from the Federation of Bosnia and Herzegovina (FB&H) data set. The model initially included 756 cases. This model has highly significant Wilks’ lambda ($p < 0.000$) and has a value of 0.607 shows...
relatively low separation between defaulted and healthy companies, as 60.7% of variability is not explained by the model. The $\chi^2$ statistic tests whether the canonical correlation of the function is equal to zero, or whether the model has any discriminating power. The null hypothesis of the $\chi^2$ statistic is that the model has no discriminating power. The $\chi^2$ statistic’s significance level is calculated by the p-value. The presented model has a $\chi^2$ of 367.675 ($p = 0.000$). The Box’s M statistic has a value of 3008.662 with a significant $p$-value (0.000) which means that the null hypothesis is not rejected and the assumption of equal dispersion is violated. The large sample size however makes this violation not too important for the further model interpretation and classification ability.

This model consists of nine predictor variables including: short term assets to total assets return of assets, return on assets, debt asset ratio, total assets turnover, account receivables days, account payables days, main activities efficiency ratio and financial efficiency ratio. The model shows that variables main activities efficiency ratio, debt asset ratio and return on assets have the highest coefficients and strong impact on the default prediction.

Table 4 compares the predictive abilities, through hit ratios, of the four chosen multiple discriminant analysis models. Table 5 gives the comparative analysis of obtained models’ predictive abilities and used predictor variables.

### Table 4. MDA model hit ratio comparison. Source: author’s calculations.

<table>
<thead>
<tr>
<th>MDA hit ratio comparison</th>
<th>m5 ($t - 4$), %</th>
<th>m6 ($t - 3$), %</th>
<th>m7 ($t - 2$), %</th>
<th>m8 ($t - 1$), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>68.80</td>
<td>69.00</td>
<td>69.62</td>
<td>84.40</td>
</tr>
<tr>
<td>Defaulted</td>
<td>74.87</td>
<td>85.40</td>
<td>83.73</td>
<td>76.45</td>
</tr>
<tr>
<td>Overall correct</td>
<td>71.40</td>
<td>75.98</td>
<td>73.80</td>
<td>81.45</td>
</tr>
</tbody>
</table>

### Table 5. Logit and MDA model hit ratio comparison. Source: author’s calculations.

<table>
<thead>
<tr>
<th>Logit hit ratios</th>
<th>m1 ($t-4$)</th>
<th>m2 ($t-3$)</th>
<th>m3 ($t-2$)</th>
<th>m4 ($t-1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>77.90%</td>
<td>84.07%</td>
<td>83.15%</td>
<td>86.30%</td>
</tr>
<tr>
<td>Defaulted</td>
<td>70.00%</td>
<td>76.06%</td>
<td>78.61%</td>
<td>82.97%</td>
</tr>
<tr>
<td>Overall % correct</td>
<td>74.40%</td>
<td>80.79%</td>
<td>81.28%</td>
<td>84.96%</td>
</tr>
</tbody>
</table>

Model variables
- ROA, IF, EntityDummy
- STATTA, ROA, SER, ALD, EntityDummy
- CFS, ROA, LTTAR, Tat, ARD, EntityDummy
- CFS, ROA, DAR, Tat, EntityDummy

<table>
<thead>
<tr>
<th>MDA hit ratios</th>
<th>m5 ($t - 4$)</th>
<th>m6 ($t - 3$)</th>
<th>m7 ($t - 2$)</th>
<th>m8 ($t - 1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>68.80%</td>
<td>78.71%</td>
<td>69.62%</td>
<td>84.40%</td>
</tr>
<tr>
<td>Defaulted</td>
<td>74.87%</td>
<td>84.49%</td>
<td>83.73%</td>
<td>76.45%</td>
</tr>
<tr>
<td>Overall % correct</td>
<td>71.40%</td>
<td>81.19%</td>
<td>73.80%</td>
<td>81.45%</td>
</tr>
</tbody>
</table>

Model variables
- ROA, TAT, MAEF, NPM, EntityDummy, NWC, ARTR, IF
- ROA, TAT, LTTAR, FER, ROE
- ROA, NPM, LTTAR
- ROA, TAT, MAEF, FER, STATTA, ARD, DAR, ALD, ROE

### CONCLUSIONS

This article investigated the bankruptcy prediction on banking market in Bosnia and Herzegovina and its constitutional entities using logistic regression and multiple discriminant analysis. Problem of finding an appropriate tool which would replace human assessment in classifying companies into good and bad buckets has been one of the main interests on risk
management researchers for a long time [42]. The main reason for such interest in this topic lays in the increasing default rates which endanger profitability of financial institutions.

This research is based on the detailed review of the relevant literature. All of the reviewed literature treats risk modeling, mainly models predicting default occurrence among legal entities. Literature gives a wide overview of models created using different data sets and different model-creation techniques. Default was also assessed from the theoretical aspect, considering definitions given by Basel Committee, Federal Banking Agency and Banking Agency of Republic of Srpska. Main criteria for a company to be considered defaulted are companies being in delay of debt servicing for more than 90 days.

Banking sector of Bosnia and Herzegovina was analyzed, as the sample for the research was created. Initial sample includes companies from both B&H entities, as they are presumed as almost separate banking markets. Data for the study was collected from several data bases, independently for default data and corresponding financial data, as no integral data base exists in Bosnia and Herzegovina. Defaulted companies were detected, with a corresponding year of default occurrence. Data was used from several banks operation in Bosnia and Herzegovina to ensure that the sample represents majority of the banks. Financial ratios, as main default predictors were chosen, based on the relevant literature. The research includes 31 financial and 2 dummy predictor variables, which were collected for all sampled companies, up to four periods prior to default. They were matched with default data, indicating whether a company is defaulted or healthy. The final sample included 1148 companies for the period $t - 4$, and 1169 companies for the periods $t - 3$, $t - 2$ and $t - 1$.

This study has a main purpose to assess the probability of default occurrence on the banking market from Bosnia and Herzegovina. In other words the main purpose of the study is predict credit default, or to create a prediction model that distinguishes defaulted and non-defaulted companies, based on the financial data obtained from their financial statements using multi-method approach. The methods used in this study are: logistic regression (logit) and multiple discriminant analysis (MDA).

The outcome of the study is a set of default prediction models created using four different techniques on five different groups of data sets: on a country level, on constitutional entities level, SMEs and large corporate companies.

The results show that the created models have high predictive ability. Among the created models, some variables seem to be more influential on the default prediction issue than the others. Observing logistic regression models, return on assets is statistically significant in all four periods prior to default, having very high regression coefficients, or high impact on the model’s ability to predict default. Entity dummy representing the companies coming either from Federation of Bosnia and Herzegovina or Republic of Srpska, is also statistically significant in all four periods prior to default, with its negative regression coefficients showing that companies registered in Federation of Bosnia and Herzegovina in general have lower odds of defaulting than companies registered in Republic of Srpska. Variables coefficient of financial stability, total assets turnover ratio are included in two out of the four models.

Among four logistic regression models, some variables are more influential on the default prediction than the others. Observing logistic regression models, return on assets is statistically significant in all four periods prior to default, having very high regression coefficients, or high impact on the model’s ability to predict default. Entity dummy representing the companies coming either from Federation of Bosnia and Herzegovina or Republic of Srpska, is also statistically significant in all four periods prior to default, with its negative regression coefficients showing that companies registered in Federation of Bosnia and Herzegovina in general have lower odds of defaulting than companies registered in
Republic of Srpska. Variables coefficient of financial stability, total assets turnover ratio are included in two out of the four models.

Best performing multiple discriminant analysis default prediction models were selected based on scored hit ratios represented by classification tables, eigenvalues, canonical correlations and Wilks’ lambda values of created MDA models, as well as on the strength and direction of the impact of chosen predictors on default. Two models were created using large corporate data sets, while the other two were created on the basis of Federation of Bosnia and Herzegovina data sets.

In the four multiple discriminant analysis models return on assets (or its logarithmic transformation) is the only predictor variable, present in all four MDA models, having a high impact on the model’s predictive ability and on default. Total assets turnover ratio is included in three out of four models. Main activities efficiency ratio, net profit margin, liabilities to total asset ratio and financial efficiency ratio are included in two models.

Credit default predictive ability differs between logistic regression and multiple discriminant analysis. Logistic regression exhibited better predictive ability than multiple discriminant analysis. Based on the models created it can be confirmed that there is no significant difference between credit default prediction of large corporate companies and SMEs. The study also showed that there is no significant difference between credit default prediction models for companies in Federation of Bosnia and Herzegovina and in Republic of Srpska, with a remark that some models showed that companies registered in Republic of Srpska are more likely to default, and carry higher credit risk accordingly, than companies registered in Federation of Bosnia and Herzegovina.

It is expected that this research motivates another researchers and practitioners to give more attention to a very complex issue of risk management and more particularly default prediction in Bosnia and Herzegovina. This area has been fairly undeveloped in practice and almost not considered in business research areas in Bosnia and Herzegovina so far.

**REMARKS**

1 State agency for financial, information and intermediation services (Agencija za finansijske, informatičke i posredničke usluge d.d. Sarajevo).

2 State agency for intermediation, information and financial services (Agencija za posredničke, informatičke i finansijske usluge a.d. Banja Luka).
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## Appendix A

**Table 6.** Dependent and independent variables. Source: author’s data.

<table>
<thead>
<tr>
<th>Group</th>
<th>Ratio</th>
<th>Equation</th>
<th>Abbreviation</th>
<th>Expected default impact</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LIQUIDITY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current liquidity</td>
<td>Current assets/current liabilities</td>
<td>CL</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Acid test</td>
<td>(Current assets-inventories)/current liabilities</td>
<td>AT</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Quick liquidity ratio</td>
<td>Cash/current liabilities</td>
<td>QLR</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Net working capital</td>
<td>Current assets-current liabilities</td>
<td>NWC</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Short term assets to total assets</td>
<td>Short term assets/total assets</td>
<td>STATTA</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Coefficient of financial stability</td>
<td>Long term assets/(equity+long term liabilities)</td>
<td>CFS</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td><strong>PROFITABILITY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return on assets</td>
<td>Net result/total assets</td>
<td>ROA</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Return on equity</td>
<td>Net result/total equity</td>
<td>ROE</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Return on investment</td>
<td>Net result/investments</td>
<td>ROI</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Net profit margin</td>
<td>Net result/total revenues</td>
<td>NPM</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Gross profit margin</td>
<td>Gross result/total revenues</td>
<td>GPM</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td><strong>LEVERAGE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indebtedness factor</td>
<td>Total liabilities / (retained earnings+depreciacion)</td>
<td>IF</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Debt asset ratio</td>
<td>Total financial liabilities/total assets</td>
<td>DAR</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Interest coverage</td>
<td>EBIT/interest expenses</td>
<td>IC</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Shareholder equity ratio</td>
<td>Equity/total assets</td>
<td>SER</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Liabilities to total asset ratio</td>
<td>Total liabilities/total assets</td>
<td>LTTAR</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Coverage ratio I</td>
<td>Equity/long term assets</td>
<td>CR I</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Gross interest coverage</td>
<td>Gross result/interest expenses</td>
<td>GIC</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td><strong>ACTIVITY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total assets turnover ratio</td>
<td>Total revenues/total assets</td>
<td>TAT</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Long-term assets turnover ratio</td>
<td>Total revenues/long term assets</td>
<td>LTAT</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Short-term assets turnover ratio</td>
<td>Total revenues/short term assets</td>
<td>STAT+</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Inventories turnover ratio</td>
<td>COGS/inventories</td>
<td>IT</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Account receivables turnover ratio</td>
<td>Total revenues/ account receivables</td>
<td>ARTR</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Account payables turnover ratio</td>
<td>COGS/account payables</td>
<td>ALTR</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Inventory days</td>
<td>365/inventories turnover ratio</td>
<td>ID</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Account receivables days</td>
<td>365/account receivables turnover ratio</td>
<td>ARD</td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Account payables days</td>
<td>365/account payables turnover ratio</td>
<td>ALD</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td><strong>EFFICIENCY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total efficiency ratio</td>
<td>Total revenues/total expenditures</td>
<td>TEF</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Main activities efficiency ratio</td>
<td>Main activities revenues /Main activities expenditures</td>
<td>MAEF</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Extraordinary activities efficiency ratio</td>
<td>Extraordinary revenues /Extraordinary expenditures</td>
<td>EAEF</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Financing efficiency ratio</td>
<td>Financial revenues/financial expenditures</td>
<td>FER</td>
<td></td>
<td>+</td>
</tr>
</tbody>
</table>

## Appendix B

**Table 7.** MDA multicollinear variables removed. Source: author’s calculations.

<table>
<thead>
<tr>
<th>Variable removed</th>
<th>t - 4</th>
<th>t - 3</th>
<th>t - 2</th>
<th>t - 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>GIC</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>TEF</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>SER</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DAR</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GMP</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IC</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QLR</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

---
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Table 8. Logistic regression models. Source: author’s calculations.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>m1 (t-4)</th>
<th></th>
<th>m2 (t-3)</th>
<th></th>
<th>m3 (t-2)</th>
<th></th>
<th>m4 (t-1)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CL</td>
<td>-0.029</td>
<td>0.354</td>
<td>-0.046</td>
<td>0.554</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QLR</td>
<td>0.149</td>
<td>0.611</td>
<td>0.273</td>
<td>0.505</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NWC</td>
<td>0.000</td>
<td>0.180</td>
<td>0.000</td>
<td>0.396</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STATTA</td>
<td>-0.969</td>
<td>0.293</td>
<td>-2.125</td>
<td>0.033**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFS</td>
<td>-1.87</td>
<td>0.491</td>
<td>-1.394</td>
<td>0.103</td>
<td>0.481</td>
<td>0.016**</td>
<td>0.174</td>
<td>0.009***</td>
</tr>
<tr>
<td>ROA</td>
<td>-5.281</td>
<td>0.049**</td>
<td>-11.090</td>
<td>0.001***</td>
<td>-16.523</td>
<td>0.000***</td>
<td>-8.255</td>
<td>0.000***</td>
</tr>
<tr>
<td>ROE</td>
<td>-0.070</td>
<td>0.549</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPM</td>
<td>0.322</td>
<td>0.221</td>
<td>0.051</td>
<td>0.317</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IF</td>
<td>0.022</td>
<td>0.000***</td>
<td>-0.001</td>
<td>0.683</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DAR</td>
<td>0.603</td>
<td>0.370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IC</td>
<td>2.495</td>
<td>0.000***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SER</td>
<td>-2.803</td>
<td>0.000***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LTTR</td>
<td>-0.005</td>
<td>0.360</td>
<td>0.008</td>
<td>0.163</td>
<td>0.009</td>
<td>0.027**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRI</td>
<td>0.085</td>
<td>0.244</td>
<td>0.040</td>
<td>0.211</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAT</td>
<td>-4.422</td>
<td>0.082</td>
<td>-4.837</td>
<td>0.154</td>
<td>-6.93</td>
<td>0.001***</td>
<td>-1.974</td>
<td>0.000***</td>
</tr>
<tr>
<td>LTAT</td>
<td>-0.004</td>
<td>0.556</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAT</td>
<td>0.014</td>
<td>0.868</td>
<td>-0.206</td>
<td>0.092</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITR</td>
<td>-0.002</td>
<td>0.673</td>
<td>0.001</td>
<td>0.624</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARTR</td>
<td>0.017</td>
<td>0.055</td>
<td>-0.001</td>
<td>0.606</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALTR</td>
<td>-0.018</td>
<td>0.149</td>
<td>-0.002</td>
<td>0.503</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID</td>
<td>0.002</td>
<td>0.231</td>
<td>0.002</td>
<td>0.094</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARD</td>
<td>0.002</td>
<td>0.330</td>
<td>0.002</td>
<td>0.067</td>
<td>0.002</td>
<td>0.036**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALD</td>
<td>-0.003</td>
<td>0.066</td>
<td>-0.003</td>
<td>0.017**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAEF</td>
<td>-0.715</td>
<td>0.213</td>
<td>0.360</td>
<td>0.606</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EAEF</td>
<td>0.014</td>
<td>0.093</td>
<td>0.014</td>
<td>0.201</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FER</td>
<td>0.029</td>
<td>0.733</td>
<td>-0.320</td>
<td>0.348</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EntityDummy(1)</td>
<td>-1.630</td>
<td>0.000***</td>
<td>-1.555</td>
<td>0.000***</td>
<td>-1.482</td>
<td>0.000***</td>
<td>-1.676</td>
<td>0.000***</td>
</tr>
<tr>
<td>Constant</td>
<td>1.820</td>
<td>0.019**</td>
<td>3.294</td>
<td>0.002**</td>
<td>0.203</td>
<td>0.520</td>
<td>-2.268</td>
<td>0.530</td>
</tr>
</tbody>
</table>

Omnibus Tests of Model Coefficients

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hosmer and Lemeshow Test</td>
<td>160,207</td>
<td>0.000***</td>
<td>191,095</td>
<td>0.000***</td>
<td>191,095</td>
<td>0.000***</td>
</tr>
<tr>
<td>-2 Log likelihood</td>
<td>437,234</td>
<td>0.000***</td>
<td>399,887</td>
<td>0.000***</td>
<td>424,112</td>
<td>0.000***</td>
</tr>
<tr>
<td>Cox &amp; Snell R Square</td>
<td>0.304</td>
<td>0.392</td>
<td>0.344</td>
<td>0.420</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nagelkerke R Square</td>
<td>0.410</td>
<td>0.515</td>
<td>0.463</td>
<td>0.567</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*p-value < 0.01

**p-value < 0.05

***p-value < 0.1
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Table 9. Multiple discriminant analysis models. Source: author’s calculations.

<table>
<thead>
<tr>
<th>MDA model variable comparison (Canonical discriminant coefficients)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>--------------------</td>
</tr>
<tr>
<td>NWC</td>
</tr>
<tr>
<td>STATTA</td>
</tr>
<tr>
<td>ROA</td>
</tr>
<tr>
<td>Log_ROA</td>
</tr>
<tr>
<td>ROE</td>
</tr>
<tr>
<td>NPM</td>
</tr>
<tr>
<td>Log_NPM</td>
</tr>
<tr>
<td>IF</td>
</tr>
<tr>
<td>DAR</td>
</tr>
<tr>
<td>LTTAR</td>
</tr>
<tr>
<td>Log_LTTAR</td>
</tr>
<tr>
<td>TAT</td>
</tr>
<tr>
<td>ARTR</td>
</tr>
<tr>
<td>ARD</td>
</tr>
<tr>
<td>MAEF</td>
</tr>
<tr>
<td>FER</td>
</tr>
<tr>
<td>EntityDummy</td>
</tr>
<tr>
<td>Segment Dummy</td>
</tr>
<tr>
<td>Constant</td>
</tr>
</tbody>
</table>
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