Quality Control of Epidemiological Lectures Online: Scientific Evaluation of Peer Review

Aim To examine the feasibility of using peer review for the quality control of online materials.

Methods We analyzed the inter-rater agreement on the quality of epidemiological lectures online, based on the Global Health Network Supercourse lecture library. We examined the agreement among reviewers by looking at κ statistics and intraclass correlations. Seven expert reviewers examined and rated a random sample of 100 Supercourse lectures. Their reviews were compared with the reviews of the lay Supercourse reviewers.

Results Both expert and non-expert reviewers rated lectures very highly, with a mean overall score of 4 out of 5. Kappa (κ) statistic and intraclass correlations indicated that inter-rater agreement for experts and non-experts was surprisingly low (below 0.4).

Conclusions To our knowledge, this was the first time that poor inter-rater agreement was demonstrated for the Internet lectures. Future research studies need to evaluate the alternatives to the peer review system, especially for online materials.
The South Korean research scandal (1) not only had a major effect on stem cell research but also the peer review process itself. In a recent New York Times article, Dr Kennedy, the editor of Science, indicated that “peer review is not a process that guarantees truth” (2). In this report, we take a scientific approach to examine the process of peer review. Perhaps the best definition and function of peer review is given in the Wikipedia, the open source encyclopedia: “Peer review is a process of subjecting an author’s scholarly work or ideas to the scrutiny of others who are experts in the field. It is used primarily by publishers, to select and to screen submitted manuscripts, and by funding agencies, to decide the awarding of monies for research.” Peer review is being recognized as one of the ways to control the quality of biomedical publications.

Although the beginnings of “peer review” are frequently associated with the Royal Society of London when it took over official responsibility for the Philosophical Transactions in 1752, antecedents of peer review practices go back to the 17th century (3). In the past three centuries, peer review has been viewed almost as an extension of the scientific method itself – a gold standard. Despite such a long history in science, recent articles suggest that the process of peer review may be in crisis (4) and may need to undergo some significant changes. A systematic review of the biomedical literature conducted by Jefferson et al (5) concluded that there is very little science behind the peer review process. Perhaps the major problem of peer review is that, although it is thought to be a gold standard of science and utilized extensively for selecting articles for publication, grants for funding, and abstracts for presentations at conferences, it has not gone under scientific scrutiny. By now, there is a widespread consciousness among scientists regarding the deficiencies of peer review (6). It is slow, expensive, subjective, prone to bias, and easily abused (7). Another drawback of this system is the tendency to select against novel work (8). Procedures that are currently used by many professional journals, such as blind or masked review, may not completely alleviate the effects of peer review pitfalls (9), and interestingly, peer review practices vary from journal to journal (10). The research needed to understand the broader effects of peer review poses many methodological problems and would require the cooperation of many parts of the scientific community (11).

We investigated peer review in a rising area of research communication, that of the web-based scientific research communication in the form of lectures. There have been a few studies investigating the science of journal and grant peer review (5), but there have been even fewer investigating peer review of web lectures. Mechanisms of monitoring the quality of lectures is becoming more and more important, as over the past 2 years the number of PowerPoint lectures on the web has increased from 5 to 25 million files. If an instructor wants to utilize an existing lecture on the Internet for his or her course, there must be a mechanism for them to find out if such lecture is valid, trustworthy, and updated.

The Supercourse (12-14) is a library of over 3000 epidemiological and public health lectures (as of January 2007), targeting the educators. It is a project based in the University of Pittsburgh, Department of Epidemiology, and supported by the National Library of Medicine of the National Institutes of Health (NIH). Over 40000 researchers from 151 countries of the world are working together to share their best lectures in the area of epidemiology and public health in the Supercourse. Supercourse’s aim is to improve global research and training by sharing high quality lectures. In this research study, we evaluated the agreement among Supercourse reviewers, using a web-based system for peer review of the quality of information contained in the lecture. Each Supercourse lecture consists of 14 to 32 consecutive pages and every page has a uniform format: a slide with 320 by 240 pixels in size on the left and text beside the slide on the right. On
the last page of each lecture, there is the peer review form for the lecture. This page allows the readers of the lecture to rate and give comments on the lecture. Review forms of the Supercourse lectures became the basis of quality control for the Supercourse lectures and the data collected through these forms helped us to test our hypothesis.

The main goal of our study of peer review was to address the question: What is the reliability of peer reviewers? If one reviewer rates research communications as excellent and another rates the same module as poor, this would throw into question the ability of a peer review system to select the optimal lectures for educating students. Although several articles have been published on reliability of peer reviewers for traditional research communications, this is one of the first papers to evaluate the reliability of scientists reviewing online research lectures.

In this paper, we make no assumption that peer reviewers have to agree on the quality of a paper. In fact, there is usually no requirement that the referees achieve consensus from the editor’s point of view ([http://en.wikipedia.org/wiki/Peer_review](http://en.wikipedia.org/wiki/Peer_review)). However, in general, the paper has a very good chance of being published if all reviewers agree that the paper is good. On the other hand, the chances of publishing are very slim if all reviewers suggest that it should be rejected. Similar situation can be seen with peer review of grants and conference abstracts, which is why it is important to look at the agreement among peer reviewers.

**Methods**

**Review form**

The lecture review forms rate the lecture on content, presentation, relevance, and provide an overall rating, using a 5-point Likert scale (5 – excellent, 4 – above average, 3 – average, 2 – below average, 1 – poor). Lecture review form also has a text box for any additional comments and/or feedback. Lecture review form differs from the form regularly utilized by biomedical journals, because it utilizes Likert-type scales to reduce the time needed for lecture evaluation. Additionally, since lectures do not follow the traditional format of research articles (introduction, methods, results, discussion), the form utilized for lecture review had to have a different structure.

**Data collection**

To examine the consistency of peer reviewers, we selected a random sample of 100 Supercourse lectures using computer generated random numbers. Only lectures that previously accumulated three or more reviews were selected for the study. It was decided to concentrate our evaluation efforts on the first 1000 lectures, since these were the ones that accumulated the maximum number of reviews. Only lectures in English language were considered in this study. All 100 lectures and instructions were accessible to study participants through a Web site.

**Study participants**

Seven expert peer reviewers from 6 countries (USA, France, Cuba, UK, China, India) agreed to participate in the project. The main criteria for eligibility to participate in this study were MD or PhD degree and experience with being a peer reviewer. Three of the reviewers who participated in this study were journal editors. Approximately 40% of the reviewers who were approached for this study agreed to participate. These were likely a representative sample of global biomedical reviewers, as all of them were experienced in peer review process. Most of our experts were MDs and PhDs with extensive record of peer reviewed publications. The qualifications of reviewers were similar to the pool of reviewers commonly used by the major biomedical journals. Each reviewer has been assigned a number from 1-7, under which the data were analyzed.
Data collection tool and outcome measures

We collected multiple ratings for each lecture, including presentation and relevance. The peer review form used in this study is the same form that is utilized for all Supercourse lectures (http://www.pitt.edu/~super1/lecture/lec10511/review.htm). The question 13 of the review form asks reviewers to give the “overall score” for the lecture. For the purpose of this paper we only concentrated on the “overall score” parameter, as we were interested in evaluating the overall quality of the lecture, not the other parameters assessed by the lecture review form.

Statistical analysis

Kappa statistics were calculated in order to examine the agreement among the reviewers. Intraclass correlations were also calculated to analyze the similarities among the ratings. Existing literature in the area suggests that intraclass correlation is commonly used to measure inter-rater agreement. Basic descriptive statistics were calculated to analyze basic lecture review trends of expert and non-expert reviewers in the Supercourse. Statistical analysis were performed using SAS software (SAS Institute, Inc., Cary, NC, USA).

Intraclass correlation is large and positive when there is no variation within the groups, but group means differ. It will be at its largest negative value when group means are the same but there is great variation within groups. Its maximum value is 1.0, but its maximum negative value is [-1/(n-1)]. A negative intraclass correlation is not common, but it occurred in our study. Negative intraclass correlations occur when between-group variation is lower than within-group variation, indicating that a third (control) variable has introduced non-random effects on the different groups.

Results

All the data were collected over the period of 2 months. Each reviewer was assigned 100 lectures to review. A total of 658 lecture reviews were collected from 7 experts, indicating that all experts reviewed over 90% of lectures that were assigned to them. We do not know why reviewers did not review some lectures, as each reviewer omitted different set of lectures, but we suspect that some were omitted due to lack of interest or lack of time. Overall, the lectures were reviewed positively by the experts, with the mean overall score of 3.92/5 and standard deviation of 0.95. Non experts also gave very positive reviews (mean ± statistical deviation [SD] score was 4.12 ± 0.82).

Intraclass correlations and Kappa statistics were calculated to examine the inter-rater agreement among experts and the Supercourse reviewers (non-experts). Kappa value ranges from 0 (poor or no agreement) to 1 (perfect agreement). If peer review had high inter-rater agreement, we would expect to see high correlations and kappa statistics (close to 1). There was no relationship among any of the 7 expert reviewers, despite their high level of expertise (Table 1). Although presented data concentrates on the “overall score” parameter, we also found very poor agreement for other parameters, such as relevance and presentation (data not shown).

Intraclass correlations were calculated to examine the inter-rater agreement between experts and the Supercourse reviewers (non-experts).

<table>
<thead>
<tr>
<th>Reviewer No.</th>
<th>1 (n=94)</th>
<th>2 (n=103)</th>
<th>3 (n=81)</th>
<th>4 (n=99)</th>
<th>5 (n=97)</th>
<th>6 (n=94)</th>
<th>7 (n=91)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (n=94)</td>
<td></td>
<td></td>
<td>-0.04</td>
<td>-0.03</td>
<td>0.06</td>
<td>-0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>2 (n=103)</td>
<td>1</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>-0.04</td>
</tr>
<tr>
<td>3 (n=81)</td>
<td>1</td>
<td>-0.06</td>
<td>0.04</td>
<td>-0.01</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 (n=99)</td>
<td>1</td>
<td>0.13</td>
<td>-0.05</td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 (n=97)</td>
<td>1</td>
<td>0.12</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 (n=94)</td>
<td>1</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 (n=91)</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The data suggest that experts’ reviews, as well as the Supercourse (non-expert) reviews, poorly correlate with one another (Table 2).

### Discussion

Our study showed that both expert and non-expert reviewers rated lectures very highly. We performed Kappa analysis to see whether reviewers agree in their judgments on specific lectures. Since Kappa is a standard measure for evaluating agreement, we wanted to utilize this method, so that we could compare the results of our study to other investigations in the field of peer review evaluation. As in the existing literature on peer review (15), Kappa statistic and intraclass correlations indicated that inter-rater agreement for experts and non-experts was very low.

There have been very few scientific studies examining peer review. Our study is, to the best of our knowledge, one of the first efforts to apply scientific method to evaluate the consistency of reviewer’s judgments of quality for Internet-based lectures. What can the results of this study mean for the peer review system as a whole? A study similar to ours investigated the agreement between two referees in the evaluation, based on a 4-point scale checklist of abstracts submitted for a primary care conference. The Kappa statistic for inter rater agreement on subjective questions like “importance” ranged from 0.01 to 0.25 (16), which is similar to our results. The agreement among peer reviewers was also analyzed in the Croatian Medical Journal and the Lancet, with poor to fair Kappa statistic for both national and international articles (17). Poor agreement among reviewers was also found for grant reviewers (15,18).

Lack of agreement among peer reviewers, demonstrated in our study and other existing literature sources, indicates that peer review system may not be good for identifying top quality intellectual property. One may argue that the inter-rater agreement in our study was low just because the reviewers were not properly trained to review the materials. However, this is unlikely because the expert reviewers who were selected represented a highly experienced group. Moreover, few if any reviewers are trained to review articles or grants. The literature in this area suggests that even if you train a reviewer in a group session to do a better job at peer review, there is only a slight impact on the quality of peer review (19); some studies even suggest that additional training has absolutely no affect on the quality of the review (20,21). If there is no consistency even among highly trained peer reviewers, then the effectiveness of the whole system is in question.

Our study had several limitations. First of all, the review form that was used for the Supercourse lectures is slightly different than the standards utilized for reviewing articles in biomedical journals. If we used the same format as journals, our results would probably be more generalizable. Additionally, some of the Supercourse lectures that were included in this research had

### Table 2. Inter rater-agreement: intra class correlation coefficients for the “overall quality of the lecture rating” among seven expert reviewers and Supercourse (non-expert) reviewers

<table>
<thead>
<tr>
<th>Reviewer number</th>
<th>1 (n = 94)</th>
<th>2 (n = 103)</th>
<th>3 (n = 81)</th>
<th>4 (n = 99)</th>
<th>5 (n = 97)</th>
<th>6 (n = 94)</th>
<th>7 (n = 91)</th>
<th>Supercourse (n = 849)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (n = 94)</td>
<td>1</td>
<td>0.49</td>
<td>-0.25</td>
<td>-0.45</td>
<td>-0.40</td>
<td>-0.43</td>
<td>0.07</td>
<td>-0.28</td>
</tr>
<tr>
<td>2 (n = 103)</td>
<td>1</td>
<td>0.31</td>
<td>0.12</td>
<td>0.19</td>
<td>0.03</td>
<td>0.24</td>
<td>0.12</td>
<td>0.26</td>
</tr>
<tr>
<td>3 (n = 81)</td>
<td>1</td>
<td>0.17</td>
<td>0.14</td>
<td>0.31</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>4 (n = 99)</td>
<td>1</td>
<td>-0.18</td>
<td>-0.33</td>
<td>-0.33</td>
<td>-0.33</td>
<td>-0.33</td>
<td>-0.17</td>
<td></td>
</tr>
<tr>
<td>5 (n = 97)</td>
<td>1</td>
<td>0.07</td>
<td>0.12</td>
<td>0.03</td>
<td>0.24</td>
<td>0.12</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>6 (n = 94)</td>
<td>1</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>7 (n = 91)</td>
<td>1</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Supercourse (n = 849)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

*Supercourse reviewer data refer to “non-expert” reviewers visiting Supercourse sites. All Supercourse users are given a chance to review any lecture they wish. This formed a foundation of lecture quality control in the Supercourse.
grammar mistakes. We could see that such lec-
tures received low scores from some reviewers,
but not the others, potentially leading to lower
inter-reviewer agreement.

The system of peer review cannot consistent-
ly identify high quality materials, as opposed to
materials of poor quality. In the future studies of
peer review, we may want to concentrate on eval-
uating a single aspect of a lecture and see if there
is an agreement there. As scientists, we cannot ex-
pect peer review to provide solution to the prob-
lem of quality control of scientific communica-
tions when “peers” do not agree in their quality
judgments. This study helped to emphasize that
peer review system is a tool that may be flawed.
Just like any tool utilized by scientists, peer re-
view has to undergo the scrutiny of the scientific
method in order to test its effectiveness. Donald
Kennedy, said replication “is the ultimate test of
truth in science” (2). Although true replication
is not always possible in laboratory research, the
Internet may be an important medium that can
accommodate the publication of multiple stud-
ies in the same area. For example, Supercourse
library has multiple lectures on the same topic,
such as molecular epidemiology and breast can-
cer research. Replication of publications and lec-
tures, as demonstrated in the Supercourse, is very
important for the future of peer review. One
might argue that peer reviewing a lecture is dif-
ferent than peer reviewing an article, but in real-
ity they are not that different. Large scale studies
are equally needed for the millions of scientific
articles, as well as for the burgeoning number of
scientific lectures. Further research in this area
needs to be done.

We use peer review approach for journal arti-
cles, conference abstracts, grants, and for the lec-
tures. Perhaps all of these applications are judged
by the method of no proved validity. What is im-
portant is not to take sides as to whether peer
review works or not but rather to scientifically
evaluate peer review and other forms of quality
control. It is important to point out that qual-
ity control does work in other areas, especially
in industry (3). The existing quality control sys-
tems for the Internet based scientific materials
are not optimal. They need to be researched and
further developed so that scientists around the
globe could trust the Internet-based informa-
tion. A change in the process of peer review will
not be possible without challenging traditional
paradigms and exploring new alternatives, such
as consumer driven quality control mechanisms.
Future research of quality control of the biomi-
tedical publications could concentrate on the use
of Deming-like systems of total quality manage-
ment, successfully utilized in industry (22). Wil-
liam Edwards Deming was an American statisti-
cian, widely credited with improving production
in the United States during World War II using
statistical quality control systems. He is perhaps
best known for his work in Japan, where from
1950 onward he taught top management how to
improve design, (and thus service), product qual-
ity, testing, and sales (22). This research made it
clear that the scientific community, especially in
the area of medicine, is in need of an improved
science of quality control. Implementation of
new quality control mechanisms for biomedical
literature and web materials will need to en-
gage all the stakeholders involved in this process.
Our ultimate goal should be to bring the success
of quality control in the industry to biomedical
journals.
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