Shape Metamorphosis – Automatic 3D Mesh Generation, Topology Verification and Analysis
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Abstract:

The objective of this paper is a 3D shape construction that benefits from discrete and continuous modelling approaches. The proposed solution addresses the problem of automated modelling of virtual structures such as caves, buildings and clouds and presents an alternative solution in the form of a hybrid system. Parallel realizations of these solutions are tested on various processors of graphic cards with the use of NVIDIA ‘CUDA’ technology. This paper describes the implementation of algorithms (approaches) and their parallel speedup, efficiency, throughput. Modelled structures are geometrically complex, with an inner graph structure more optimized than in the classical CSG approach. Moreover, they can be rendered up to very high levels of visual realism. In this paper we mainly focus on the description of the algorithm. We also propose very useful measures that can be used to verify the model geometry.
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1. Introduction

Complex structures of buildings (Wonka et al., 2003), whole urban structures (Parish et al., 2001, Greuter et al., 2003), terrains (Peytavie et al., 2009, Warszawski et al., 2009), clouds (Bouthors et al., 2004, Schpok et al., 2003, Dobashi et al., 2000, Ebert et al., 1997, Elinas et al., 2000, Nishita et al., 1996), plants (Prusinkiewicz et al., 1991) or caves (Am Ende et al., 2001, Boggas et al., 2009, Schuchardt et al., 2007, Johnson et al., 2010) can be modelled with systems based on automated shape formation. The algorithms that enable full automation of this process also help to achieve large savings of the digital media production time. We can observe a constant development of new methods i.e. merging technology and dynamical systems (Clempner et
As we can see clearly, the problem of automated shape modeling constitutes an important area of computer graphics activity and has drawn attention of digital media industry for several years. Digital movies have created constant demand for pleasing visual effects in three-dimensional graphics. Apart from the pure entertainment purposes, shape modelling has the practical use ranging from CAD engineering applications through scientific visualization to advanced game programming and Virtual Environments.

2. Shape grammar and morphing - introduction

Stiny and Gips are the precursors of shape grammars. Their research was aimed at supporting the design process using a “linguistic model of the generational system” (Stiny et al., 1972, 1975). The definition of shape grammars is analogous to the formal grammars and is graphically expressed in the language of words composed of symbols with different grammatical rules (Stiny, 1980).

Generally, morphing is usually defined as the continuous and smooth process of transformation of one shape into another. The so-called key shapes (by analogy to key-framed animation) may have different topologies and the smoothness of transformation does not have to be the case of homeomorphism (Martyn, 2004).

There is a number of metamorphosis methods for 2D shapes represented mostly by polygons (Alexa et al., 2000), but also by images (Wolberg, 1998). The problem has also been investigated in the 3D domain and according to Lazarus (Lazarus et al., 1998), it spans the methods based on polygonal mesh representation (Kent et al., 1992, Lee et al., 1999) and the methods utilizing voxel representations (Turk et al., 1999).

3. Parallelization level estimating indicators

System architecture can be adapted to a particular computational task in itself is not a determinant of performance or efficiency.

\[ y_{ij}(p) = F_i^j(u_i(p)) \mid F_{i+1}^j(u_i(p)) \mid \ldots \mid F_l^j(u_i(p)) \]  

where:
- \( y \) – number of cubes inside,
- \( k \) – quantity of sequential cubes inside,
- \( u \) – cube edge
- \( p \) – the point with coordinates \((x, y, z)\) in Euclidean \(R^3\)
- \( \mid \) – executing operations simultaneously
- \( F^\delta \) – operator, \( \delta \in \{1, \ldots, l\} \).

Many operations can be performed simultaneously during the position points calculation for different productions. The dedicated computing parallelism is also used, although there are no streams of instructions. The parallelization is significantly facilitated by eliminating the communication overhead for the acquisition of stream commands.

\[ S_m = \frac{T_\text{seq}}{T_\text{par}} \]  

where:
- \( S_m \) – the speedup,
- \( S_\text{seq} \) – the execution time of the sequential algorithm,
- \( T_\text{par} \) – the execution time of the parallel algorithm with \( m \) processors.

For the evaluation of computational tasks performance in multi-core systems speedup formula was used (4).

In multiprocessor systems, the actual value of the speedup is smaller than the theoretical (based on the number of processors) due to communication overheads and the need to share resources such as memory and buses. This property describes a model of efficiency, which is a measure of the concurrent use of resources

\[ E_m = \frac{S_m}{m} \]
where:
\( E_m \) – the speedup efficiency with \( m \) processors
\( E_m \in (0,1) \).

In the ideal case, the efficiency is 1.0 which means that the speedup \( S_m \) is proportional to the number of processor \( m \) or computing elements.

In the assessment of computing, activity is often used as a criterion of time needed to process a specific task or quantum computing. The concept of throughput was introduced, which corresponds to the number of data processed per time unit.

\[ P = \frac{D}{T} \]  \hspace{1cm} (4)

where:
\( P \) – throughput,
\( D \) – the number of computed data
\( T \) – measurement time.

Relative to the computing system has the ability to compute the limit, usually in the long term.

Throughput relative to the computing system has the ability to compute the limit, usually in the long term.

The tables 1, 2 and 3 show the comparison of the indicators of speedup, throughput and the delay of parallel performance algorithm for the sequential algorithm

A – cave generation
B – cloud generation
C – building generation

Table 1. Evaluation of the parallel algorithm – speedup for \( m=255 \)

<table>
<thead>
<tr>
<th>Parallel algorithm</th>
<th>Stage</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>0.069[s]</td>
<td>0.125[s]</td>
<td>0.096[s]</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sequential algorithm</th>
<th>Stage</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>0.81[s]</td>
<td>0.62[s]</td>
<td>0.54[s]</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Evaluation of the parallel algorithm – efficiency for \( m=255 \)

<table>
<thead>
<tr>
<th>Efficiency (( m=255 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Table 3. Evaluation of the parallel algorithm – throughput for \( m=255 \)

<table>
<thead>
<tr>
<th>Throughput (( m=255 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential algorithm</td>
</tr>
<tr>
<td>--------------------------</td>
</tr>
<tr>
<td>0.8[Gflop/s]</td>
</tr>
</tbody>
</table>

The algorithms were tested on a PC computer with Genuine Intel * CPU T2300 @ 1.66 GHz, and 2512 MB RAM NVIDIA GTX 460 graphic card.

Figure 1 shows the speedup of a parallelized shape morphing system and in Figure 2 shape hybrid system speedup as a function of the number of measurements of \( \alpha \) (\( \alpha \) is set of the position points).

The points were changed from 5 to 700 and the run time for the sequential shape morphing system and the shape hybrid system and their parallel versions were measured.

The speed up was evaluated on the base of these measurements.
Speedups, shown in Figure 1 and 2, are equal to formally calculated speedups of parallel algorithms. Parallel implementations run about 5-6 times faster than their sequential versions.

4. The idea of morphic rules

Each of the rules of a shape is composed of expressions found on the left side (LHS, Left-Hand Side shape) and those on the right side (RHS, Right-Hand Side shape) (Fig.3).

Computation (derivation) of shape grammars is based on processing the rules (from initial shape to last rule):

\[ I_0 \Rightarrow R_1 \Rightarrow R_2 \Rightarrow \ldots \Rightarrow R_m \]  \hspace{1cm} (5)

In our case the initial shape \((I_0)\) is a point which is summed with the shape randomly selected from a database of non-terminal shapes \((N)\) - sphere, torus, cuboid, cone, cylinder etc.

The base of terminal shapes \((T)\) is larger than that of non-terminal shapes, because it is dynamically created during the modelling process. In subsequent rules \((R)\), basic shapes evolve into new structures created using Bwoolean operations or morphing into another shapes.

The classic shape grammar is based on the following operations: sum, difference, and intersection and a new innovative approach involves the addition of morphing based on linear interpolation (Fig. 4.).

We can describe the above example as follows:

\[ I_0 \Rightarrow R_1 \Rightarrow R_2 \Rightarrow R_3 \Rightarrow R_4 \]

Shape deformation is calculated based on morphic rules, which are estimated on percentage contributions of the current (base shape), and added shape which is called morphing parameter \((M_p)\) range from 0-100% (Fig. 5).

Classic productions are based on addition and subtraction rules, while morphic productions are based only on subtraction rules. This work is focused on procedural modelling of shapes by extending scene graph by new grammatical rules.

![Figure 2. Speedup of the parallel shape hybrid system](image)

![Figure 3. An example of addition and subtraction rules.](image)

![Figure 4. Example of realization classic and morphic rules (one variant).](image)

![Figure 5. Presentation of the percentage contribution of shape A and B on the result shape obtained with morphic production.](image)
Definition 4. The total sum of all rules is given by:

\[ R_T = R_C + R_M \]  

(6)

where:
RT – all rules,
RC – classic rules,
RM – morphic rules.

5. Shape grammar and morphing hybrid - introduction

The system SG+M is based on two independent algorithms. The first one, which is used to perform operations on shapes is very fast (Fig. 10.), while the second one which is used only to display the results (Marching cubes), is quite complex. Computational complexity of the first algorithm based on equation creation only (which will be useful in next step to show results) and we can’t measure that time.

6. Visualization

The hybrid algorithm also facilitates the modelling of clouds, which is an implementation based on the summing-up of many spheres of different radius. The resulting cloud structure resembles a blob. In the final stage of rendering we can apply a volumetric shader (Fig. 7).

Morphic productions and morphing parameter customization open path to modelling a wider range of cave structures. It is possible to obtain results from cubical to spherical topology tunnels structures based on the morphing parameter. (Fig. 8).

Figure 6. Main SG+M block diagram.

Figure 7. The obtained cloud structure: left - image render with lambert material, middle - 3D mesh of the cloud shape, right – image render with volumetric shader.

Figure 8. The obtained cave structures. Left – cubic, middle – various, right spheric.
The algorithm offers three-dimensional modelling of various architectural structures illustrated in Fig. 9.

7. Geometry verification methods

In our research, we also considered development of valuable verification methods. We propose several metrics that can be used to verify the geometry of the rendered model.

7.1 Surface area of the model

After generating the grid, we obtain triangles that make up the model. For each triangle, we have three vertices \( V_1, V_2, V_3 \) in the three-dimensional space described by \( x, y, \) and \( z \) coordinates. There is a formula for triangle surface that can be described on the basis of the vector product:

\[
S = \frac{1}{2} \left| \mathbf{V}_2 - \mathbf{V}_1 \right| \times \left| \mathbf{V}_3 - \mathbf{V}_1 \right|
\]  

7.2 Volume of the model

The volume is calculated by (Fig. 11):

\[
V_M = N_C \times (C_E)^3
\]  

where:
- \( V_M \) – the volume of the model,
- \( C_E \) – the cube edge \( (C_E = 1 / \text{grid density}) \),
- \( N_C \) – numbers of cubes inside.

7.3 Independent model objects

For the generated mesh, all triangles are viewed and each creates a new group. If any of the vertices of one group overlaps with tips of another group, these groups are combined into one unit. The number of groups after reviewing all of the triangles is equal to the number of elements that make up the grid. Our research has shown that objects of cave, architecture and cloud topology mainly of one type of elements, but they may also consist of many different elements. It is most likely that a single type of object exists mostly in the case of architecture modelling, secondary for the caves and the least likely in the case of clouds modelling (Fig 12).
7.4 Histograms

The purpose of this stage is to generate a histogram based on the grid model. From our point of view, the model consists of edges. Each of them consists of two points (vertices). In addition, the vertices are assigned normal vectors. The first step in the preparation is a set of edges of all triangles that make up the model (if the edge belongs to two triangles is added twice, but perhaps with different normal vectors). For each edge, the value scaled to the interval [0, 1], the difference of two angles between normal vectors and the line containing the vertices is calculated (Fig. 13).

\[
\begin{align*}
e &= \frac{(v_2-v_1) \cdot (v_3-v_1)}{\sqrt{v_2-v_1} \cdot (v_3-v_1)} \quad (9) \\
a_1 &= \arccos(e \cdot n_1) \quad (10) \\
a_2 &= \arccos(e \cdot n_2) \quad (11) \\
d &= a_2 - a_1 \quad (12) \\
v &= \frac{d}{2 \pi} \quad (13)
\end{align*}
\]

where:
- \(n_1, n_2\) – normal vectors,
- \(\pi \approx 3.14\).

The obtained values belong to the interval \([0, 0.5)\), when the surfaces are concave or to the interval \((0.5, 1]\), where the surfaces are convex. In the next step, a discrete histogram is created indicating the frequency of numbers from given interval. For each value from the set of interval, the histogram is calculated using the formula:

\[
i = \text{floor}(v \cdot R) + 1 \quad (14)
\]

where:
- \(R\) – the number of histogram intervals.

The multiplicity of the i-th interval is incremented by one. After taking into consideration all values of the set, the histogram is normalized and all compartments are divided by the number of edges. Thus, the sum of the ranges of the histogram is equal to 1. For classification, it is necessary to make the histograms corresponding to master object classes (Fig. 28).

The verification of the correctness of the model depends on the density of the grid. The best results are obtained for \(LD=10\) (Fig. 14).

![Figure 12](image12.png)
Left - independent model objects for: architecture, caves and clouds.
Right - example of the distributed cloud with 10 separate elements.

![Figure 13](image13.png)
Figure 13. Calculation of the angles between the vertices.

![Figure 14](image14.png)
Figure 14. Level of detail (LD), from left LD=2, LD=5, LD=10.
When density is large, the histogram is reduced to a single bar, the most common value of angle.

The classification is based on the generation of a class histogram for new objects and its comparison to the master-histogram from the base, for which the mean square error is the smallest.

8. Time complexity

Computational complexity is the dependence of the algorithm execution time \( T \) (or the number of operations necessary to execute the algorithm) on the data set of position points \( (P) \), is the sphere radius \( (r) \), is a top radius \( (a) \), is a bottom radius \( (b) \)

\[
T=f(P, r, a, b)
\]

It is difficult to determine the exact form of this function, which is why we use its asymptotic form.

The total number of basic operations - the number of assignments, sums, differences, intersections, comparisons that make up the complexity of the individual elements of the algorithm. The total computational complexity is composed of computational complexities:

- classical production
- morphing production

\[
T_{abc}(P, r, a, b) = P(r + r_0)(4a + 0.5r(b + a))
\]

Computational complexity of the shapes morphing system:

\[
O(\alpha) = 41P(r + r_0 + ab)[a + r(b + a)]^2
\]

Computational complexity of the hybrid system shapes:

\[
O(\alpha) = 14P(r + r_0 + ab)[a + r(b + a)]^2
\]

One of the most important aspects in the analysis of the results, shown in Fig. 18, is the time complexity or performance of the proposed method (Fig. 16):

All simulations were performed on nVidia GeForce GTX 460M GPU, i7-2630QM CPU and 12 GB RAM.
9. Conclusion

Nowadays, we observe a noticeable trend of applying new methods of modelling 3D objects in real-time computer graphics systems. This is forced mainly by the market demand created in areas of digital entertainment and simulation for 3D gaming. This paper presents an innovative method for real-time procedural modelling of three-dimensional geometry of caves, clouds, and buildings. By adding to the formalism of shape grammars an additional feature – morphing – we obtain a greater variety and geometric complexity of synthesized objects, highly influencing visual realism. This method is advantageous comparing it to other procedural methods.

Table 4. Comparison of methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Geometry types</th>
<th>Steering parameters</th>
<th>Correctness mesh</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clouds</td>
<td>Architecture</td>
<td>Caves</td>
</tr>
<tr>
<td>Greuter’s method</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>Voxel method</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>Cui’s method</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>Birger’s method</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Marson’s method</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>Lipp’s method</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>Cabral’s method</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>Bouthor’s method</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
</tr>
<tr>
<td>Muller’s method</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>System GK-M</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
</tbody>
</table>
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