Predicting student satisfaction with courses based on log data from a virtual learning environment – a neural network and classification tree model
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Abstract. Student satisfaction with courses in academic institutions is an important issue and is recognized as a form of support in ensuring effective and quality education, as well as enhancing student course experience. This paper investigates whether there is a connection between student satisfaction with courses and log data on student courses in a virtual learning environment. Furthermore, it explores whether a successful classification model for predicting student satisfaction with course can be developed based on course log data and compares the results obtained from implemented methods. The research was conducted at the Faculty of Education in Osijek and included analysis of log data and course satisfaction on a sample of third and fourth year students. Multilayer Perceptron (MLP) with different activation functions and Radial Basis Function (RBF) neural networks as well as classification tree models were developed, trained and tested in order to classify students into one of two categories of course satisfaction. Type I and type II errors, and input variable importance were used for model comparison and classification accuracy.

The results indicate that a successful classification model using tested methods can be created. The MLP model provides the highest average classification accuracy and the lowest preference in misclassification of students with a low level of course satisfaction, although a t-test for the difference in proportions showed that the difference in performance between the compared models is not statistically significant. Student involvement in forum discussions is recognized as a valuable predictor of student satisfaction with courses in all observed models.
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1. Introduction

Academic educational institutions place great emphasis on the quality of education, which is essentially of a national public interest. In order to ensure
this, most university teaching staff gather information on student satisfaction with courses through various student questionnaires. This is usually done at the end of the course to obtain information that will serve as preparation for the next generation of students. Recognizing the unsatisfied as opposed to satisfied students on time could help teachers react more quickly and create a stimulating environment in their course that would enhance student satisfaction with the and eventually change a student’s overall experience of the course.

There is a significant absence of literature dealing with the issue of student satisfaction. The reason being that this problem is primarily observed from a customer-orientated perspective, where students are identified as customers of academic institutions and research mainly focuses on satisfaction with student support services, tuition and accommodation or environmental factors. Very little research has observed this problem from a different aspect. Research generally concentrates on discovering correlations among student satisfaction and different personal psychological elements or the final grades and academic success of students.

By gaining new insights from student LMS course log data covering the issue of student satisfaction with courses, this research seeks to contribute to filling in the gap in literature on student satisfaction with courses.

The aim of this paper is to explore whether a successful classification model can be developed in order to predict student satisfaction with courses based on course log data. Classification decision trees, Multilayer Perceptron (MLP) and Radial Basis Function (RBF) neural network models are used for this purpose. NN models are used in this research due to their ability to define complex relationships between variables [5], high noise tolerance and ability to generalize results [33] as well as their function approximation capability [43]. Some researchers emphasize that the classification tree and neural network models do not require presuming statistical distributions of data while in traditional parametric statistical methods these assumptions are required [3]. In addition, when comparing the NN method with traditional statistics methods, most researchers have concluded that NN methods outperformed the traditional methods or produce results at least on par with traditional statistical methods (see for instance [12, 32, 30, 26]). Furthermore, in drawing a comparison between classification trees and traditional statistical methods, Fernandez [10] has noticed that classification trees are the preferred exploratory technique. He has specified their advantages over traditional statistical methods such as their ability to provide a simple rule for classification or to deal with large numbers of input variables, their straightforward approach as well as the already mentioned absence of requiring statistical data distributions.

The following section gives a brief overview of previous research. Section 3 describes the sample used in this research and methodology of neural networks
2. Review of previous research

Much of the research deals with a wide range of various issues concerning student satisfaction. For instance, some researchers endeavor to find out which factors affect student satisfaction (see, for instance [29, 41, 31]). Others explore the relationship between student satisfaction and other variables such as service quality (see, for instance [46, 44, 17]), instructional variables (see, for instance [20]) or instructional design and management style (see, for instance [23]). Still, others address topics on student satisfaction with respect to the learning environment (see, for instance [40]) or student satisfaction and lecture notes (see, for instance [27]).

Although a large number of research deals with the topic of student satisfaction, only a small number apply neural networks or other data mining techniques. Taking into consideration 9 variables (unsatisfactory rate, neutral rate, satisfactory rate, number of enrolled students, high distinction, credit, pass, fail), Guo [16] has used linear regression and MLP neural network in predicting student satisfaction with courses. He has concluded that MLP models outperform linear regression models predicting student satisfaction with courses and recommends the use of regression analysis as a means of identifying and excluding redundant variables from modelling. Dejaeger et al [9] have conducted research with the goal of identifying student satisfaction factors at two educational institutions in order to construct comprehensible data mining model for management at these institutions. They collected data using questionnaires that recorded reaction by students and used support vector machines, neural networks, decision trees and logistic regression for modelling. Although they obtained better results with logistic regression, the management of institutions found the decision tree model better and easier to understand.

Student behaviour in virtual learning environments (VLE) or learning management system (LMS) is automatically collected in the form of log files. These log files provide a source of data for which data mining techniques can be used to gain a considerable amount of useful information [36]. In order to confirm that pedagogically important information can be obtained from log files, Macfayden and Dawson [28] have analyzed log files of one particular LMS. In order to predict students’ final grades in the course based on their global activity in that course, they used regression and identified 15 variables that show correlation with a student’s final grade.
Thomas and Galambos [42] argue that the utilization of data mining techniques in higher education research has been insufficient. Sharma and Singh [38] emphasize important issues currently facing educational system (high dropout rates, personalization of teaching, etc.) and recommend data mining techniques as the means to overcome them by extracting information that will help understand students and their requirements. In recent years, several studies have focused on examining online student interaction and log files. He [19] applied educational data mining techniques and text mining techniques to explore utilization of online questions and chat messages in a live video streaming of a course. The research revealed a positive correlation between students’ final grade and the number of student questions sent to an educator. Gobert et al [15] have used educational data mining on student log data in order to assess middle school student inquiry skills for designing and conducting experiments in a physical science simulation. García-Saiz and Zorrilla Pantaleón [13] have conducted research in which they have presented an application called E-learning Web Miner to ease discovering student behaviour in LMS courses.

However, no record of analyzing log data on student LMS courses for predicting student satisfaction with courses could be found. Therefore, this study opens up a new perspective to conduct research into this field by investigating whether it is possible to predict student satisfaction with courses based solely on general activity by students in LMS courses.

3. Sample and research methodology

In the 2013/2014 academic year, 154 students who had enrolled into third and the fourth year at the Faculty of Education in Osijek participated in this research. Input variables for models were collected from LMS Moodle courses log files. Only those general actions performed by students from both third and fourth year were taken into account as input variables for the models. Therefore, twelve input variables were used (V1 - assignment upload, V2 - assignment view, V3 - course view, V4 - forum discussion, V5 - forum view, V6 - page view, V7 - questionnaire submit, V8 - questionnaire view, V9 - resource view, V10 - url view, V11 - user view and V12 - user view all). A student questionnaire with nine statements was used to determine the level of student satisfaction with courses. The statements used in the questionnaire to establish student satisfaction with courses were obtained from an internal student survey at the Faculty of Education in Osijek [48] with permission from the Faculty Board and the author of the internal student survey. The students were asked to assess their level of agreement with these statements on a 5-point Likert scale (1 – strongly disagree, 5 – strongly agree). An overall measure of student satisfaction with courses was achieved by summing the scores for all 9
statements so that the higher score represents a higher level of student satisfaction with a course. The final scores of the student satisfaction with courses were divided into two categories: 1 representing the students with a higher level of course satisfaction who provided final scores ranging from 41 to 45, and 0 representing those students with a lower level of course satisfaction. All NN and classification trees models in this research had this binary value of student satisfaction with courses as the output variable. An average classification rate of both categories was used to assess model successfulness. The data were divided into a training sample and a test sample (see Table 1), which was used for evaluating model accuracy in a way so that the confusion matrix with a correct and incorrect hit rate for both categories 0 and 1 was computed. The training sample in NN models consisted of a train and selection subsample.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Category 1</th>
<th>Category 0</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No.</td>
<td>%</td>
<td>No.</td>
</tr>
<tr>
<td>Training (train and selection)</td>
<td>62</td>
<td>40.25</td>
<td>62</td>
</tr>
<tr>
<td>Test</td>
<td>15</td>
<td>9.74</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 1: Sample distribution.

3.1. MLP neural networks

Because of their ability to recognize hidden patterns between variables, neural networks are widely used in different areas [47]. Especially popular are feedforward neural networks where the multilayer perceptron (MLP) is the most commonly used [18]. MLP comprises an input layer, one or more hidden layers and the output layer, where every unit in every layer is fully connected with weighted connections and only with the units in the next adjacent layer [7, 21]. As explained in [21], every unit in the input layer is multiplied by interconnection weights of the nodes. For the $x_i$ activation of the $i$th hidden node and $w_{ij}$ weight of the interconnection among the $j$th neurons in one layer and the $i$th neuron in the previous layer, output $h_j$ given by is:

$$ h_j = f\left(\sum_i x_i w_{ij} + b\right) $$

where $f$ is an activation function and $b$ the bias for the neuron [21]. Upon commencing training, every weight is set to be an arbitrary small number [8]. Training data in the training process are presented to a network several times
and the obtained network output may differ from the target one. The difference between target and achieved output is a local error, which is used for adjusting the weights in the network and reducing the overall error of the MLP neural network [14]. The weight adjustment is repeated several times until a suitable output is gained. A backpropagation algorithm is generally used for training and error minimization of MLP neural networks, although several other algorithms such as Broyden-Fletcher-Goldfarb-Shanno (BFGS) and the conjugate gradient could also be used. BFGS is one of the most recommended techniques for training neural networks [39] and according to [18] is the best and most popular quasi-Newton algorithm. A summarized algorithm and example of BFGS can be found in [2].

Statistica 12 software with implemented training algorithms for MLP neural networks (backpropagation, BFGS (Broyden-Fletcher-Goldfarb-Shanno) and conjugate gradient algorithms) and various activation functions (sigmoid, tangent hyperbolic, exponential, linear) was used in this research. The number of hidden units altered from 4 to 25 and the number of training cycles was set to 200.

3.2. RBF neural networks

In [11] major differences between MLP and RBF neural networks are emphasised. Although they both are feed-forward neural networks, the RBF neural network has only one hidden layer where every unit has a radial basis function, usually Gaussian, with two essential parameters representing location of its center and width [11]. A unit in a hidden layer measures the distance between an input data vector and the center of its radial basis function [11]. An advantage of using RBF neural networks is the simplicity of architecture and the training method as mentioned in [1].

As explained in [6], learning in Radial Basis Function neural networks is performed firstly through adjusting hidden neuron function parameters and then connection weights and network thresholds. A greater distance between the input data and the center causes decrement of output in hidden nodes [4]. Approximating that distance can be performed by using diverse functions. However, most frequently used is Euclidean distance $d(x) = ||x - c||$ where $d(x)$ is the distance between vector $x$ and $c$. As described in [22] the output of the RBF neural network is obtained in such a manner that the output of the hidden layer, the radial basis function, is passed to the output layer where all the inputs from the hidden layer are summed. In [22] that is represented by the general equation:
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\[ y = bias + \sum_{i=1}^{n} w_i \varphi(d_i) \]  

where \( w_i \) is the weight of the edge \( i \), \( bias \) is an independent weight value added to the output, \( \varphi \) is the radial basis function and \( d_i \) the distance between the input and the center of a radial function in a hidden layer.

Radial basis functions are usually presented as given in [6]:

\[ \varphi_i(x) = \varphi\left(\frac{\|x - \rho_i\|}{d_i}\right) \text{ for } i = 1, \ldots, m \]  

where the center \( i \) of the function \( \varphi_i \) is \( \rho_i = (\rho_{i1}, \ldots, \rho_{in}) \in \mathbb{R}^n \), \( d_i \) is the standard deviation and \( \|x - \rho_i\| \) the distance between the center and input.

RBF neural networks in this research used the radial basis function training (RBFT) algorithm with Gaussian-based functions. Error functions used in training the networks were the sum of squares (SOS) or cross entropy (CE). The sum of squares error function is given by the sum of differences between the target and prediction output [39]

\[ E_{SOS} = \sum_{i=1}^{N} (y_i - t_i)^2 \]  

where the cross entropy function is given by

\[ E_{CE} = -\sum_{i=1}^{N} t_i \ln \left( \frac{y_i}{t_i} \right) \]  

where \( N \) is the number of training cases, \( y_i \) is the outputs of the target value \( t_i \) and target values of the \( i^{th} \) data case [39].

3.3. Classification tree

A classification tree is used for classifying objects to certain established classes [35] and is suited for solving classification problems with a small number of categories [37]. It comprises root nodes, internal nodes and leaf nodes. Each root node and internal node represents a test on attribute of cases, while each leaf node represents an outcome of classification [45]. Learning is performed so that data are divided into a train set and a test set before the generation algorithm takes train data as input [45]. Many algorithms can be used for building a decision tree and their goal is to select a suitable splitting attribute [34]. Among
the most popular are discriminant-based univariate splits algorithms built on
the QUEST (Quick, Unbiased, Efficient Statistical Trees) and classification and
regression trees (CART) algorithm. Each split divides data into two categories
and splitting continues repeatedly until a large tree is built, which is then
pruned to a right-sized tree. As explained in [25], QUEST chooses the variable
with the smallest significance as a split variable and then selects its split point.
In order to do so, Statistica 12 uses the 2-means clustering algorithm of
Hartigan and Wong, singular value decomposition methods and recursive
quadratic discriminant analysis techniques [25, 40]. Additional information
about the QUEST algorithm can be found in [24].

Discriminant-based univariate splits or CART style exhaustive search for
univariate splits were used as a split section method in this resear ch. Equal
prior probabilities and equal misclassification costs were specified. As a stopping
rule, pruning based on misclassification error (ME) with determined stopping
parameters (minimum n=5 and standard rule error=1) or a FACT-style direct
stopping rule (determined fraction of objects=0.1) were set and the 10-fold cross
validation was used. The $p$-value for a split variable selection was set to 0.05.
Evaluating decision tree accuracy relied on comparing predicted target values
with tested data values.

4. Results

All models were constructed using all available variables as input variables. As
shown in Table 2, the model with the highest average classification accuracy is
the MLP neural network model. Its average hit rate, derived using the
hyperbolic tangent function as an activation function, was 73.33 %. This model
consists of 4 neurons in a hidden layer. The BFGS training algorithm with
entropy in the form of an error function was used to train this MLP neural
network model.

The hit rate of the most appropriate RBF neural network model was 70%.
The model used an RBFT training algorithm with the sum of squares as an
error function and the Gaussian radial basis function. The obtained results
represented in Table 2 indicate that the RBF model has the highest efficiency in
accurately classifying students expressing a high level of course satisfaction
(80%), but the best MLP model has the highest ability to correctly recognize
students expressing a low level of course satisfaction (93%).

The classification tree model with 12 splits (see Figure 1) had an average
classification accuracy of 60%. It used the CART algorithm and FACT-style
stopping rule with a fraction of objects set to 0.05. The Gini measure in this
model was used as a goodness of fit.
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![Tree structure of CART model with 12 splits](image)

**Figure 1:** Tree structure of CART model with 12 splits

**Table 2:** Results of the NN models obtained on a test sample.

<table>
<thead>
<tr>
<th>Model architecture</th>
<th>Learning algorithm</th>
<th>Error function</th>
<th>Activation function</th>
<th>Accuracy for 1 (%)</th>
<th>Accuracy for 0 (%)</th>
<th>Average accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP 12-6-2</td>
<td>BFGS</td>
<td>CE</td>
<td>linear</td>
<td>33.33</td>
<td>93.33</td>
<td>63.33</td>
</tr>
<tr>
<td>MLP 12-5-2</td>
<td>BFGS</td>
<td>CE</td>
<td>logistic</td>
<td>73.33</td>
<td>66.67</td>
<td>70.00</td>
</tr>
<tr>
<td>MLP 12-5-2</td>
<td>BFGS</td>
<td>CE</td>
<td>sigmoid</td>
<td>46.67</td>
<td>80.00</td>
<td>63.33</td>
</tr>
<tr>
<td>MLP 12-4-2</td>
<td>BFGS</td>
<td>CE</td>
<td>tangent hyperbolic</td>
<td>53.33</td>
<td>93.33</td>
<td>73.33</td>
</tr>
<tr>
<td>MLP 12-12-2</td>
<td>BFGS</td>
<td>CE</td>
<td>exponential</td>
<td>33.33</td>
<td>100</td>
<td>66.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model architecture</th>
<th>Learning algorithm</th>
<th>Error function</th>
<th>Radial basis function</th>
<th>Accuracy for 1 (%)</th>
<th>Accuracy for 0 (%)</th>
<th>Average accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBF 12-21-2</td>
<td>RBFET</td>
<td>SOS</td>
<td>Gaussian</td>
<td>80.00</td>
<td>60.00</td>
<td>70.00</td>
</tr>
</tbody>
</table>
As is evident in Tables 2 and 3, the results obtained from applying the most successful classification tree models are lower than the results obtained from the most successful MLP and RBF neural network model. The accuracy of the CART, MLP and RBF models was conducted by applying the t-test on differences in proportions. The results of the t-test showed that the difference in these models was not statistically significant for a level of significance of 0.05. The obtained results are shown in Table 4.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Model</th>
<th>Average classification accuracy (%)</th>
<th>T-test p-value results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₀: p_{MLP} = p_{RBF}</td>
<td>MLP</td>
<td>73.33</td>
<td>p=0.3874</td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>70.00</td>
<td></td>
</tr>
<tr>
<td>H₀: p_{MLP} = p_{CART}</td>
<td>MLP</td>
<td>73.33</td>
<td>p=0.1367</td>
</tr>
<tr>
<td></td>
<td>CART</td>
<td>60.00</td>
<td></td>
</tr>
<tr>
<td>H₀: p_{RBF} = p_{CART}</td>
<td>RBF</td>
<td>70.00</td>
<td>p=0.2084</td>
</tr>
<tr>
<td></td>
<td>CART</td>
<td>60.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: p-values from the conducted t-test.

Type I and type II errors were also observed for the purpose of revealing effectiveness of the models. In comparison to the other two models, the MLP model tends to misclassify more students with a high level of course satisfaction into the category of students with a lower level of course satisfaction. This model has the highest type I error (0.47) among the observed models. The same model shows the lowest tendency in wrong classifications of students with a lower level of course satisfaction (type II error=0.07). RBF and CART models show the same preference for misclassification of students with a low level of course satisfaction. These two models have an equal type II error (0.40), but the RBF model has the smallest type I error (0.20), meaning that it has the lowest tendency of misclassification of students with a high level of course satisfaction in the observed models. In the CART model, there is no difference between type I and type II errors.

A sensitivity analysis was conducted for estimating models input variables importance. Variable ranking results in the models are presented in Table 5.
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<table>
<thead>
<tr>
<th>Model</th>
<th>Input variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>V1 8, V2 11, V3 6, V4 2, V5 10, V6 4, V7 1, V8 3, V9 7, V10 12, V11 5, V12 9</td>
</tr>
<tr>
<td>RBF</td>
<td>V1 2, V2 12, V3 10, V4 4, V5 11, V6 9, V7 3, V8 7, V9 6, V10 8</td>
</tr>
<tr>
<td>CART</td>
<td>V1 6, V2 1, V3 2, V4 4, V5 8, V6 9, V7 10, V8 5, V9 3, V10 11, V11 7, V12 12</td>
</tr>
</tbody>
</table>

**Table 5: Importance variable rank (1 - highest importance, 12 - lowest importance).**

Although all models had a completely different variable ranking, student engagement that provided opinions whether through questionnaire responses or through interactive correspondence on forums was recognized as an important indicator in detecting students with a high level of course satisfaction in all observed models. In the MLP model, variables that describe this active type of course communication are the most influential. Variables that represent a slightly passive approach to LMS learning, such as solely viewing course content data or given assignments, are identified as dominant in the CART model. However, considering the fact that the NN models were more successful in detecting students with a high level of course satisfaction, the conclusion is that student involvement in course forum communication is highly significant in detecting students with a high level of course satisfaction.

Variables that are not associated with this type of course communication and obligatory course learning materials, such as access to a participant’s profile from a course in LMS, or access to additional learning materials available through external url, do not have such a powerful impact in detecting highly satisfied students in any of the models.

### 5. Conclusion

The aim of this research was to investigate whether a model to classify students according to their level of course satisfaction could be created based on student course log data. MLP neural networks, RBF neural networks and classification tree models were used. These techniques provided models with overall classification accuracy higher than 50%. Therefore, it has been shown a successful classification model for predicting student satisfaction with courses could be created based on their course log files. Furthermore, based on the obtained results, the conclusion is that there is a connection between student activities in an LMS course and their level of course satisfaction. Sensitivity analysis of input variables revealed student engagement in forum discussions as one of the basic activity predictors of student satisfaction with courses in all tested models although individually, the models had different variable rankings.
The results indicate that the MLP neural network model produced the highest average classification accuracy (73.33%). This model also showed the lowest preference for misclassification of students with a low level of course satisfaction (the lowest type II error) in the group with students expressing a high level of course satisfaction. The results obtained by the RBF model indicate that this model was the most successful in detecting students with a high level of course satisfaction, but its overall average classification accuracy was lower than in the MLP model. From an educational point of view, greater importance is given to not misclassifying students with a low level of course satisfaction than detecting those with a high level of course satisfaction. The results show that the best NN models perform better than the best classification tree model; although, the results of the t-test did indicate that there is no statistically significant difference on the level of significance of 0.05 in models performance.

The results obtained in this research have revealed that log files from student course activities can be used for predicting student satisfaction with courses. Teachers can benefit from using the research findings as a qualitative independent guiding principle in detecting students with a lower level of course satisfaction in order to ensure effective use of their teaching skills. This research can also contribute to the development of a more enhanced model, although the results obtained by tested methods showed acceptable overall classification accuracy.

The limitations of this research depend on the number of input variables including sample selection and distribution. Therefore, suggestions for future research mostly relate to increasing the sample and its selection, particularly by including students from other faculties in order to ensure generalization of the obtained results. Future research should also focus on improving model accuracy and reviewing additional parameters as input variables. Furthermore, given that the tested methods in this research do not significantly differ in their performance, it would be advisable to include other classifiers into the modelling method (such as support vector machines) and to consider a combined method approach.
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