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This paper introduces a proposal of design of Ant Colony Optimization algorithm paradigm using Hyper-Cube framework to solve the Software Project Scheduling Problem. This NP-hard problem consists in assigning tasks to employees in order to minimize the project duration and its overall cost. This assignment must satisfy the problem constraints and precedence between tasks. The approach presented here employs the Hyper-Cube framework in order to establish an explicitly multidimensional space to control the ant behaviour. This allows us to autonomously handle the exploration of the search space with the aim of reaching encouraging solutions.
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1 Introduction

Every software project has its manager and this project manager needs to apply his knowledge to solve multiple problems. This is a hard job for a single person and this consumes time excessively. Generally, the Software Project Scheduling Problem (SPSP) consists in finding a worker-task schedule, so that the resource constraint and task precedence are fulfilled. In addition the duration and cost of the project should be minimized [1].

This is a NP-hard problem, with multiple combinatorial optimization issues and needs much time to be completed. For this reason, it is attractive to create algorithms to automate this complex task.

In this paper we present a proposal of a design of an Ant Colony Optimization (ACO) algorithm. This proposal is complemented with Hyper-Cube (HC) framework and is used to solve the SPSP. This algorithm is called Max-Min Ant System with Hypercube framework (MMAS-HC). The SPSP is a variant of a well-documented problem called Resource-Constrained Project Scheduling (RCPS) [2]. SPSP has a set of tasks. These tasks must be performed in a specific order. A group of employees should be assigned to each task according to their personal skills. This should be done in order to minimize the project duration and its overall cost.

SPSP and RCPS have some differences. SPSP has one more objective, as minimize the cost associated to the employees, another difference is that employees have multiple skills, which are not quantifiable objects. The employees can have or not these skills. Whereas RCPS has multiple quantifiable resources. The employees work in a set of tasks, in order to meet the skills required by the tasks. Additionally they receive a monthly salary. For this reason SPSP is more realistic than RCPS. Some techniques used for this problem are based in metaheuristics and some priority rules [3, 4].

ACO is a well-known technique, based on the real ant colonies. In ACO, a group of software components called artificial ants travel in a graph to find good solutions to a given optimization problem. This bio-inspired metaheuristic is able to approximately solve several NP-hard combinatorial problems effectively [5 – 8].

The Hyper-Cube framework was initially proposed by Blum et al. [9]. With this framework the limits of pheromone values are handled automatically. We implement this framework for the robustness of our algorithm and facilitating implementation [10, 11, 9]. This framework can be used on several ACO algorithms.

We believe that the constructive nature of ACO is effective to attacking SPSP. This idea is based on the fact that ACO can handle successfully a graph based search problem and SPSP is easily represented as this kind of problem. Another motivation is that ACO has demonstrated to solve successfully other scheduling problems such as University Course Timetabling Problem, Nurse Scheduling Problem, and Job Scheduling Problem among others [5, 10, 12, 13].

This paper is organized as follows. Section 2 presents the definition of the problem, section 3 presents a brief description of ACO, section 4 presents the design of an MMAS-HC for SPSP. In section 5 we present the preliminary results. The conclusions are presented in section 6.

2 The SPSP

The manager is faced with a variety of problems in a real software project. One of the most common is the assignment of employees to different tasks of the project. These tasks are established in the Gantt chart [11].
The Software Project Scheduling Problem should consider the employees, the tasks, and the skills [14, 15]. The first model of the problem is defined in [16]. The tasks are the activities needed to project and require specific skills. The employees work in the tasks and they have some or all of these skills. The goal is to assign employees to tasks in order to minimize the project duration and its overall cost.

2.1 SPSP model

To understand the SPSP, we describe the model of the problem. First we describe the principal resources, and later the mathematical model.

The skills. The skills are the features that the employees have, for example: expert analyst, leadership, GUI designer, expert in some programming language, among others. To accomplish the tasks a set of skills is required. The group of all skills required in a project is defined as $Sk = \{sk_1, ..., sk_{|Sk|}\}$, where $|Sk|$ is the maximum of skills.

The tasks. All jobs needed in the project are defined as a set of tasks, $Tsk = \{tsk_1, tsk_2, ..., tsk_{|Tsk|}\}$, where $|Tsk|$ is the number of tasks. For example: requirements analysis, system design, implementation, and deployment. The task $j$ is composed by two attributes: $tskj_{\text{eff}}$ is the set of skills necessary for activity $j$, $tskj_{\text{eff}} \subseteq Skl$, $tskj_{\text{eff}}$ represents the workload of the activity $j$.

These tasks have different precedence among them. We use an acyclic directed graph defined as PG (Precedence Graph) to represent their precedence [6, 7]. The PG is denoted as $G = (V, E)$, where $V$ is the set of tasks, $E$ is a set of edges and represent the precedence relation, an edge ($tsk_1$, $tsk_2$) $\in$ $E$, that is $tsk_1$ is a predecessor of $tsk_2$ task.

The employees. The employees are the most important component in the problem. They have software engineering skills. The employees are assigned to tasks. They must also comply with the required skills for the task. $EM = \{emp_1, ..., emp_{|Emp|}\}$ is the set of employees, where $|Emp|$ is the number of employees. An employee $i$ is composed by three attributes: $emp_i$ is the set of employee skills, $emp_i_{\text{max}} \subseteq Skl$, $emp_i_{\text{max}}$ is the maximum dedication to the project. $emp_i_{\text{eff}}$, $emp_i_{\text{max}}$, $emp_i_{\text{eff}} \in [0,1]$, when $emp_i_{\text{max}} = 1.0$ the employee works his whole day in the project, if $emp_i_{\text{max}}$ is less than 1, the employee works on the project partially. $emp_i_{\text{eff}}$ is the salary of employee, and it is represented by a real number.

The skills, tasks, and employees are used to define the SPSP model. This model was originally proposed in [16] and then used in [14] with an ACS algorithm. The elements of the model are described in Tab. 1.

To represent a solution, a matrix $M = (m_{ij})_{|Emp| \times |Tsk|}$ is used. The matrix $M$ is determined by $|Emp|$ and $|Tsk|$. The elements of the matrix $m_{ij}$ are real numbers, where $0 \leq m_{ij} \leq 1.0$, $m_{ij}$ is the dedication of employee $i$ to task $j$. When $m_{ij} = 0.0$, the employee $i$ does not work on the task $j$, which indicates that the employee is available to work on another task. If $m_{ij} = 1.0$, the employee $i$ is fully dedicated to the task $j$. For example, when $m_{0.25}$, the employee $i$ employs 25% of his time in the task $j$.

The solutions can be generated by different techniques, for example these can be constructed randomly or using a heuristics. After a solution is generated, this should fulfil some hard constraints to be feasible. These constraints are listed below.

- The first constraint must ensure that all tasks are completed, so that each task must be assigned to at least one employee. This means that the sum of each column must be greater than zero. This is presented in Eq. (1).

$$\sum_{i=1}^{|Emp|} m_{ij} > 0 \quad \forall j \in \{1, ..., Tsk \}.$$  \hspace{1cm} (1)

- The second constraint ensures that employees have the skills to perform the assigned tasks. The skills needed to resolve a task $tskj_{\text{eff}}$ are a subset of $Sk$. Each employee assigned to the task $j$ must have one or all of the abilities required by the task. To accomplish that, $tskj_{\text{eff}}$ must be a subgroup of the union of skills of employees who work on the task $j$. This means that, for all $m_{ij} > 0$, $tskj_{\text{eff}}$ is a subset of the union $emp_i_{\text{max}}$, with $i \in \{1, ..., |Emp|\}$ for $\forall j \in \{1, ..., |Tsk|\}$.

To better understand this model, we describe an example which consists of a set of tasks $Tsk = \{tsk_1, tsk_2, tsk_3, tsk_4, tsk_5\}$, with task number $|Tsk|=5$, a set of employees $EM = \{emp_1, emp_2, emp_3, emp_4, emp_5\}$, with employee number $|emp| = 4$. The PG of the project is presented in Fig. 1. Further, the skills $tskj_{\text{eff}}$ needed for each task and the effort $tskj_{\text{eff}}$ required to complete them are presented.

<table>
<thead>
<tr>
<th>Element</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Sk = {sk_1, ..., sk_{</td>
<td>Sk</td>
</tr>
<tr>
<td>$Tsk = {tsk_1, ..., tsk_{</td>
<td>Tsk</td>
</tr>
<tr>
<td>$G(V, E)$</td>
<td>Represent the PG</td>
</tr>
<tr>
<td>$F = {tsk_1, ..., tsk_{</td>
<td>Tsk</td>
</tr>
<tr>
<td>$E = {\text{edge set of the PG}}$</td>
<td>Edge set of the PG</td>
</tr>
<tr>
<td>$tskj_{\text{eff}}$</td>
<td>Skills set for the task $j$</td>
</tr>
<tr>
<td>$tskj_{\text{eff}}$</td>
<td>Monthly effort to perform the task $j$</td>
</tr>
<tr>
<td>$EM = {emp_1, ..., emp_{</td>
<td>Emp</td>
</tr>
<tr>
<td>$emp_i$</td>
<td>Skills set of the emp$_i$</td>
</tr>
<tr>
<td>$emp_{\text{max}}$</td>
<td>Maximum dedication to the project</td>
</tr>
<tr>
<td>$emp_{\text{max}}$</td>
<td>Monthly salary of emp$_i$</td>
</tr>
<tr>
<td>$emp_{\text{max}}$</td>
<td>Overburdening of employee emp$_i$</td>
</tr>
<tr>
<td>$emp_{\text{max}}$</td>
<td>Overburdening of project</td>
</tr>
<tr>
<td>$\sum_{i=1}^{</td>
<td>Emp</td>
</tr>
</tbody>
</table>
In Fig. 2, we present the properties of employees, with their skills $emp_{\text{skl}}$, monthly salary $emp_{\text{rem}}$, and maximum dedication $emp_{\text{maxd}}$.

In Fig. 3, we present a possible solution for the example. The value of $m_{ji}$ of matrix $M$ represents the possible value for the dedication of an employee $i$ to the task $j$. Each task $j$ is assigned to at least one employee $i$ and the employees assigned to a task have all necessary skills to carry out the job.

After obtaining the matrix $M$, we are able to check whether the solution is feasible. Then we have to compute the duration of the whole project and its cost. With this information we can compare the quality of the solution.

![Figure 1](image1.png)

**Figure 1** PG with $Tsk = \{tsk_1, tsk_2, tsk_3, tsk_4, tsk_5\}$, $Skl = \{skl_1, skl_2, skl_3, skl_4\}$

To compute the duration of the whole project, we have to obtain the duration of each task $tsk_{\text{dur}}$, for the example. The value of $m_{ji}$ of matrix $M$ represents the possible value for the dedication of an employee $i$ to the task $j$. Each task $j$ is assigned to at least one employee $i$ and the employees assigned to a task have all necessary skills to carry out the job.

![Figure 3](image2.png)

**Figure 3** Example of a solution represented in matrix $M$

To calculate the total duration of the project, we use the Gantt chart information and the duration of each task in the project. For this we just need the ending time of last task. We can calculate it as follows:

$$
\text{pjt}_{\text{len}} = \max\left\{ \sum_{i=1}^{\text{Emp}} \sum_{j=1}^{\text{Tsk}} emp_{\text{skl}} \cdot m_{ji} \cdot tsk_{\text{dur}}, \sum_{j=1}^{\text{Tsk}} tsk_{\text{rem}} \cdot m_{ji} \cdot tsk_{\text{dur}} \right\}.
$$

(5)

When we calculate the overall cost of the project $pjt_{\text{cos}}$, the cost of each task of the project must be previously obtained. The cost $tsk_{\text{cos}}$ for the task $j$ can be calculated using the Eq. (6), and then the overall cost of the project $pjt_{\text{cos}}$ is obtained by summing each of the costs of the tasks using the Eq. (7).

$$
\text{pjt}_{\text{cos}} = \sum_{j=1}^{\text{Tsk}} tsk_{\text{cos}}.
$$

(7)
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To meet the goal of the problem, we must define an objective function. The objective function is based on the minimization of the fitness of the solution. The fitness is associated with the duration of the whole project $pjt_{\text{len}}$ and its overall cost $pjt_{\text{cos}}$. Then, the objective function is given in Eq. (8), where $w_{\text{cos}}$ and $w_{\text{len}}$ represent the importance of $pjt_{\text{cos}}$ and $pjt_{\text{len}}$ respectively. $w_{\text{cos}}$ and $w_{\text{len}}$ are parameters.

$$
\text{Min } f^j(x) = (w_{\text{cos}} \cdot pjt_{\text{cos}} + w_{\text{len}} \cdot pjt_{\text{len}}).
$$

(8)

The problem presents an additional constraint, associated with the overburdening of an employee. This may increase the overall cost and consequently increase the fitness function. We define the work of an employee $i$ as $emp_{\text{wr}}$. To obtain $emp_{\text{wr}}$, we use the matrix $M$ and the
starting and ending time of the tasks assigned to the employee \( i \) at time \( t \). The function is defined as follows:

\[
emp_i^w = \sum_{m,j \in \text{task}_{ij}} m_j .
\]  

(9)

The work of the employee \( i \) at instant \( t \) defined as \( emp_i^w \); must not exceed the maximum dedication of the employee \( i \) to the project. That means, \( emp_i^w(t) < emp_{i\text{max}} \)

to obtain the overburdening of employee \( i \), we define a function as follows:

\[
r(x) = \begin{cases} 
  x & \text{if } x > 0 \\
  0 & \text{if } x \leq 0
\end{cases}
\]

(10)

Then, using the function \( r(x) \), we can determine the behaviour when exists overburdening or not. Finally, we use the Eq. (10) in Eq. (11) to obtain the overburdening for the employee \( i \). That is determined as \( emp_i^{\text{overw}} \).

\[
emp_i^{\text{overw}} = \int_{t=0}^{\text{emp}_{i\text{max}}(t) - emp_{i\text{max}}} r(x) \, dx.
\]

(11)

A solution is feasible if it satisfies all the previously defined constraint and also the overburdening of the project is equal to 0, that means \( pj_i^{\text{overw}} = 0 \). To calculate project the overburdening \( pj_i^{\text{overw}} \), we must add the overburdening of each employee involved in the project. We can use the following formula:

\[
pj_i^{\text{overw}} = \sum_{j=1}^{\text{Emp}} emp_j^{\text{overw}}.
\]

(12)

### 3 Ant Colony Optimization metaheuristic

The ant colony optimization metaheuristic is a swarm intelligence technique inspired by the collection of food by natural ant colonies. This is an efficient probabilistic technique capable of solving different problems that can be mapped as a path through a graph.

Ant colony optimization is an algorithm based on a graph representation in which an artificial colony of ants collaborates to find solutions to discrete combinatorial problems [7, 17, 25]. The collaboration is a principal design component of ACO algorithms: A set of computational ants communicate using pheromones, this means using an indirect mechanism to guide its travel [18]. The ants cross the construction graph from a starting point to the ending point. The ants choose the nodes during their trip according to a probabilistic function. The probabilistic function is given by heuristic information of the problems, the pheromone information, and specific parameters such as alpha and beta [19, 20].

The algorithm was used successfully to solve various difficult combinatorial problems in optimization [21].

#### 3.1 HC framework

Initially, the HC framework was presented by Blum et al. [9]. The HC framework can be applied to different Ant Colony Optimization algorithms, in which the possible values of pheromone are delimited to a multidimensional space.

The multidimensional space is defined as a convex hull where the feasible solutions are coded.

HC changes the equation for updating the pheromone values. This is achieved by normalizing the original equation. This creates a pheromone update function that automatically keeps the pheromone values between 0 and 1. This generates a better management of the pheromone when updating its values and facilitating the exploration of solution.

In Max-Min Ant System (MMAS) the pheromone values should be set to \( r_{\text{min}} \) when they are lower than minimum allowed and \( r_{\text{max}} \) when they are larger than maximum allowed. Using this framework on MMAS-HC algorithms, the pheromone values are automatically set between 0 and 1, then according to this \( r_{\text{min}}=0 \) and \( r_{\text{max}}=1 \). Additionally, there is an explicit relationship between the deposited pheromone and how it is used to build solutions.

### 4 MMAS-HC for SPSP

The first proposal to solve SPSP with an ACO algorithm was done in [14]. In that paper the author implements an algorithm called Ant Colony System (ACS). In our proposal we use the MMAS algorithm, we additionally incorporate the HC framework to manage the values of pheromones. Our proposal is called Max-Min Ant System with Hyper-cube framework (MMAS-HC). Finally, the heuristics used in our approach are based on the dedication of an employee to a task.

To solve the software project scheduling problem with Max-Min Ant System algorithm and HC framework [10], we have to create a construction graph so that the computational ants can make their routes. We must create the pheromone update rule suitable for HC and establish the heuristic information that will be used to guide the construction of the solutions [22, 23].

The MMAS is one of several ACO algorithms [24, 17]. In MMAS a pheromone range is established, and only one ant is selected by update of the pheromone.

In the overall structure of the proposed algorithm, each task is associated with a set of employees depending on the needs of the tasks, and then it evaluates compliance with the constraints of the proposed solution. If the solution does not violate any constraint then it is a final solution. This can be seen in Fig. 4.

---

**Figure 4:** Structure of resolution to MMAS-HC for SPSP

---

Input instance | MMAS-HC | Evaluation | Solution
4.1 Graph representation for SPSP

When the computational ants solve a problem, they must make a tour through a construction graph. The tour of an ant from a starting point to an end point determines a solution. The ants choose the paths in the graph according to a probability function. The probabilistic function used by ants is based on the heuristic information from the problem and the memoristic information [19, 20].

Initially, we have to adapt the solution of the problem as a path on a graph so that each task is assigned a group of employees. The degree of dedication of employees to tasks may vary depending on the problem instance solved.

Then the proposed construction graph represents the degree of dedication of the employees to each task in the project. The tasks are selected according to the PG.

The construction graph (CG) has each employee and the possible dedication of a task. The possible dedication is determined by \( \text{ded} \). This variable is defined in Eq. (13).

\[
\text{ded} = \frac{1}{(\min + 1)}.
\]  

(13)

In Eq. (13) the \( \min \) is the minimum dedication that an employee might have on a task. A representation of the construction graph is presented in Fig. 5, where the \( \min = 0,25 \).

For each task we have a CG and it can be represented as a matrix with \([\text{Emp}]\) number of columns and each column with \(\text{ded}\) rows (nodes per column). A start node is created to represent the beginning of the tour (column 0), and then an end node is created at the end of the graph to indicate the end of the tour (column \([\text{Emp}] + 1\)).

\[
\begin{align*}
\text{emp}_1, & \quad \text{emp}_2, \ldots, \text{Emp}_1 \quad \text{Emp}_2, \ldots, \\
\text{start} & \quad \text{end} \quad \text{start} \\
\text{col} 0 & \quad \text{col} 1 \quad \text{col} (\text{Emp}+1) \quad \text{col} \text{Emp}.
\end{align*}
\]

\[\begin{array}{cccc}
\text{emp}_1 & \text{emp}_2 & \ldots & \text{Emp}_1 \quad \text{Emp}_2, \ldots, \\
0.0 & 0.25 & \ldots & 1.0 \quad 0.0 \\
\text{start} & \text{end} & \text{start} \\
\text{col} 0 & \text{col} 1 \quad \text{col} (\text{Emp}+1) \quad \text{col} \text{Emp}.
\end{array}\]

\[\begin{array}{cccc}
\text{emp}_1 & \text{emp}_2 & \ldots & \text{Emp}_1 \quad \text{Emp}_2, \ldots, \\
0.0 & 0.25 & \ldots & 1.0 \quad 0.0 \\
\text{start} & \text{end} & \text{start} \\
\text{col} 0 & \text{col} 1 \quad \text{col} (\text{Emp}+1) \quad \text{col} \text{Emp}.
\end{array}\]

Figure 5 Representation of \( CG=[\text{ded} \times \text{Emp}] \) with \( \min =0,25 \) for a set of task

The ants cross the construction graph from a starting point to the ending point, that means by choosing from the start node a node from column 1 to column \([\text{Emp} + 1]\). For this the ants use a probability function defined in Eq. (13).

\[
p_{ij}^{t} = \frac{[\tau_{ij}^{t}]^{[\alpha] \cdot [\eta_{ij}^{t}]]^{[\beta]}}{\sum_{l=0}^{\text{ded}}[\tau_{il}^{t}]^{[\alpha] \cdot [\eta_{il}^{t}]]^{[\beta]}}, \quad j \in \{1, \ldots, \text{ded}\},
\]  

(13)

where \( \eta_{ij} \) and \( \tau_{ij} \) are the heuristic information and the pheromone respectively. This probability function determines if the ant travels from node \( i \) to node \( j \) in \( CG \) for task \( t \). The influence of the memoristic information is determined by \( \alpha \) parameter and the influence of the heuristic information is determined by \( \beta \) parameter. These parameters are determined by bibliographic information or by empirical tests. The heuristic information \( \eta_{ij} \) and the memoristic information \( \tau_{ij} \) are positive real numbers, \( 0<\eta_{ij}<1 \), and \( 0<\tau_{ij}<1 \).

Then the ants follow for the graph choosing a node per column until it reaches the column \([\text{Emp}]\). To finish the tour the ants select the end node.

To obtain the dedication of each employee, we can take the node \( ij \) and calculate this as \( \text{min}^{*}i, \quad i \in \{0, \ldots, \text{ded}\}, \) and \( j \in \{1, \ldots, [\text{Emp}]\} \). This cycle must be performed by each ant, for all project tasks. When all ants finish their tour, the assignment of employees to tasks and their dedication to each task will be completed. That means we have a possible solution to the problem, then we need to evaluate its feasibility.

4.2 Pheromone update rules

The Max-Min Ant System is characterized by maintaining the pheromone between a minimum value \( \tau_{\text{min}} \) and maximum value \( \tau_{\text{max}} \). Moreover the HC framework proposed to maintain the pheromone values between 0 and 1. Thereby by integrating this framework with Max-Min Ant System the values of pheromone will be \( \tau_{\text{min}}=0,0 \) and \( \tau_{\text{max}}=1,0 \).

Another important feature in the management of pheromone in Max-Min Ant System algorithms is that only one ant is selected to deposit pheromone for iteration. This ant is the best ant of the iteration. Also we can use the best global ant to deposit pheromone. This ant is the best ant of a generation.

When only one solution is used to reinforce the pheromone trails represented by an ant, it is highly probable that it decreases the exploration of the algorithm, but increases the exploitation of a solution. Thereby when the best ant of the iteration is used, the solutions may vary for iteration. This considerably improves the exploration of the search space. On the other hand, when considering the best global ant the algorithm can converge quickly to a local optimum, increasing the exploitation of a solution, but decreases exploration.

To improve the search for solutions, we need to properly select the best solution of the iteration or the best global solution. This will balance the exploration of new solutions in the search space and exploitation of good
solutions found. Thus, a good alternative is to use a balanced strategy between the best ant of the iteration and the best global ant.

In the management of the pheromone, we must consider the implementation of the artificial evaporation of the pheromone trails on all paths. This is done constantly for iteration or generation according to the evaporation factor.

After the selection of the ant, the ant can deposit pheromone on its path. We must represent both pheromone evaporation and pheromone deposited by the ant using the following formula:

\[
\tau_g(t+1) = \rho \tau_g(t) + (1 - \rho) \Delta \tau_{\text{upd}},
\]

where \( \rho \) is a real number and represents the evaporation factor, \( 0 < \rho < 1 \), when \( \rho \) is high, the evaporation of the pheromone is high, on the other hand when \( \rho \) is low the evaporation is less. Also we should consider the addition of pheromone dependent on the quality of the solution found. If the solution is better, more pheromone is deposited and vice versa [10]. To determine the value of \( \Delta \tau_{\text{upd}} \) we use the fitness function of the problem, this is shown in Eq. 15.

\[
\Delta \tau_{\text{upd}} = \left( \frac{(wp^{\text{cos}} pjt^{\text{cos}} + wp^{\text{len}} pjt^{\text{len}})_{\text{upd}}}{\sum_{k=1}^{m} ((wp^{\text{cos}} pjt^{\text{cos}} + wp^{\text{len}} pjt^{\text{len}})_{k})^{-1}} \right)^{-1},
\]

where \( wp^{\text{cos}} pjt^{\text{cos}} + wp^{\text{len}} pjt^{\text{len}} \) is the fitness function of the best ant used to update the pheromone, where \( wp^{\text{cos}} \) and \( wp^{\text{len}} \) represent the importance of \( pjt^{\text{cos}} \) and \( pjt^{\text{len}} \) respectively, \( wp^{\text{cos}} pjt^{\text{cos}} + wp^{\text{len}} pjt^{\text{len}} \) this represents the quality of the solutions of the other ants not used to update the pheromone.

### 4.3 Selection of a heuristic

To build good solutions, the ACO algorithms use a type of information called "heuristic information" directly related to the problem, and more specifically to the fulfillment of the goal of the problem. The heuristic information can guide the behaviour of ants to achieve better solutions. In fact, without heuristic information, the ants only are guided by the pheromone as a greedy algorithm.

We propose to use as heuristic information the degree of occupation that the employee has. If an employee was assigned to other tasks previously, the employee has a lower probability of being assigned to the current task. We use an array \( h[e] \) to represent the heuristic information of the employee to select the node \( e \), \( h[e], h[1...ded] \). The heuristic information can be obtained using the Eq. (16).

\[
h[e] = \begin{cases} 
\frac{t[\text{ded} - i - 1]}{s}, & \text{if } \text{occup}[k] > 0.5, \\
\frac{t[i]}{s}, & \text{else}
\end{cases}
\]

where \( s \) is the sum of array \( t \) defined in Eq. (18), and \( t[1...\text{ded}] \) is a temporary array defined as follow:

\[
t[i] = \begin{cases} 
\Delta [i] + \text{occup}[k] - 0.5, & \text{if } \text{occup}[k] > 0.5, \\
\Delta [i] + \text{occup}[k], & \text{else}
\end{cases}
\]

The array \( \Delta [1...\text{ded}] \) is dedication for possible nodes to select. The array \( \text{occup}[1...\text{Emp}] \) is the degree of occupation that has the employee.

\[
\text{sum} = \sum_{i=0}^{\text{ded}} \text{tmp}[i].
\]

We can also consider a static heuristics, based on employee salaries. In this case we would select employees with lower salaries to reduce the final costs of the project.

### 4.4 Algorithm

We represent the algorithm using a flow chart to better understand their behaviour. This algorithm is a modification of that proposed in [24]. We propose a MMAS and the implementation of HC framework. This modification allows us to use only one solution for update of the pheromone. Furthermore the pheromone values are between 0 and 1. The algorithm can be described in the following flow diagram:

**Figure 6** A flowchart describing the MMAS-HC algorithm
After loading the instance of the problem and the data is stored in data structures, the algorithm sets the values of pheromone to a minimum value $t_{min}$.

- Then the ant process is initialized and the colony size is established.
- Every ant in the colony performs the following activities: The ant travels through a construction graph for each task. When an ant completes a tour a possible solution is obtained. Then the feasibility of the generated solution is computed. In addition the fitness of the solution is obtained.
- When all ants in the colony complete their tour, the best solution is selected. Then the pheromone is deposited on the path to the best solution found.
- Finally all generations end and an optimal solution is obtained.

5 Results

In order to evaluate empirically the performance of our approach, we have done the comparison of a preliminary version of our algorithm with the results presented in [14]. The algorithms used are compared with the instances created by the generator of instances presented in [16]. The results are presented in Tab. 2. The results are presented in Tab. 2.

| Instance with $|\text{skl}|=2-3$ | MMAS-HC | ACS |
|-----------------------------|----------|------|
| fitness | fitness |
| 5 \{emp\}, 10 \{sk\} | 3,311 | 3,558 |
| 10 \{emp\}, 10 \{sk\} | 2,617 | 2,638 |
| 15 \{emp\}, 10 \{sk\} | 1,996 | 2,083 |
| 20 \{emp\}, 10 \{sk\} | 1,892 | 1,858 |
| 10 \{emp\}, 20 \{sk\} | 6,211 | 6,369 |

The fitness corresponds to a minimization problem. From this point a lower fitness represents a better solution. All instances used have $|\text{skll}|=2-3$ for the tasks and the employees. The number of employees is 5, 10, 15, and 20. And the number of tasks is 10, 20.

Tab. 2 present the fitness obtained with our proposal MMAS-HC and ACS algorithm. The results presented show that our proposal obtains better results in most cases. When instances have a number of employee $|\text{emp}| = 20$, the best result is obtained with ACS. These are only preliminary results, since still the proposals can be improved and this can be tested with more extensive number of instances.

6 Conclusion

We have presented a model to the resolution of the SPSP using an MMAS algorithm and HC framework, which provides a well-defined structure with n-dimensional space for the memoristic information determined by the pheromone. The SPSP is an important problem for the software project management and its resolution is very complex. We define the structures, graph construction, and appropriate heuristic information to solve the SPSP by MMAS-HC algorithm. In addition we define appropriate fitness function to evaluate quality of solutions. We believe that ACO is promising attacking this problem. We demonstrated that SPSP can be represented as a graph based search problem, and ACO can handle this kind of problem successfully.

In the future, we hope to test our proposal with other more complex benchmarks and we hope to improve the components of the framework.

Acknowledgements

Broderick Crawford is supported by Grant CONICYT/FONDECYT/REGULAR/1140897. Ricardo Soto is supported by Grant CONICYT/FONDECYT/INICIACION/11130459. Fernando Paredes is supported by Grant CONICYT/FONDECYT/REGULAR/1130455. Franklin Johnson is supported by Postgraduate Grant PUCV 2015.

7 References

Software Project Scheduling using the Hyper-Cube Ant Colony Optimization algorithm

B. Crawford et al.

Univ. Natural Sciences, Yichang 443002, China, 4, (2009), pp. 75-78.


Authors’ addresses

Broderick Crawford, Ph.D., Professor
Pontificia Universidad Católica de Valparaíso
Avenida Brasil 2950, Valparaíso, Chile
and
Universidad San Sebastián
Bellavista 7, Recoleta, Santiago, Chile
and
Universidad Central de Chile
Calle Toesca 1783, Santiago, Chile
E-mail: broderick.crawford@ucv.cl

Ricardo Soto, Ph.D., Professor
Pontificia Universidad Católica de Valparaíso
Avenida Brasil 2950, Valparaíso, Chile
and
Universidad Autónoma de Chile
Pedro de Valdivia 641, Santiago, Chile
E-mail: ricardo.soto@ucv.cl

Franklin Johnson, Professor
Pontificia Universidad Católica de Valparaíso
Avenida Brasil 2950, Valparaíso, Chile
and
Universidad de Playa Ancha
Av. Leopoldo Carvallo 270, Valparaíso, Chile
E-mail: franklin.johnson@upla.cl

Sanjay Misra, Ph.D., Professor
Department of Computer and Information Science, Covenant University, Nigeria
and
Atilim University, 06836 - Incek, Ankara Turkey
E-mail: smisra@atilim.edu.ng

Fernando Paredes, Ph.D., Professor
Escuela de Ingeniería Industrial, Universidad Diego Portales,
Manuel Rodríguez Sur 415, Santiago, Chile
E-mail: fernando.paredes@udp.cl

Eduardo Olguin, Professor
Universidad San Sebastián
Bellavista 7, Recoleta, Santiago, Chile
E-mail: eduardo.olguin@uss.cl

Unversidad Cientifica del Sur
General Suarez 287, Lima, Perú
E-mail: ricardo.soto@ucv.cl

Technical Gazette 22, 5(2015), 1171-1178