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1. Introduction

A genetic algorithm is a population-based search method. A set of points is generated, promising points are selected and new points are generated using the genetic operators recombination/crossover and mutation. The simple genetic algorithm (Goldberg, 1989) selects promising points according to

\[ p'(\mathbf{y}, t) = p(\mathbf{y}, t) \frac{g(\mathbf{y})}{\bar{g}(t)}. \]  

(1)

Here \( \mathbf{y} = (y_1, y_2, \ldots, y_n) \) denotes a vector of discrete random variables (genotype), \( p(\mathbf{y}, t) \) is the distribution of \( \mathbf{y} \) at generation \( t \) and \( \bar{g}(t) = \sum p(\mathbf{y}, t) g(\mathbf{y}) \) is the average fitness of the population. For simplicity we assume binary variables \( y_i \in \{0, 1\} \). The above selection scheme is called proportionate, because above average genotypes increase in proportion to their fitness values. Selection should guide the creation of new points, therefore one would like to generate new points according to

\[ p(\mathbf{y}, t + 1) = p'(\mathbf{y}, t). \]  

(2)

A discrete density is defined by \( 2^n \) parameters. This means that a straightforward implementation of this equation is computationally prohibitive. Therefore the central question of a genetic algorithm, as well as for any population-based algorithm, can be formulated as follows: If and how can Equation 2 be approximated with substantially less than exponential computational effort? Instead of extending the genetic algorithm, we take a new approach based on probability theory. We try to approximate the equation by explicit aggregation.

A possible structure for aggregation is a schema (Holland, 1992). We just give an example for a schema. Extending the usual notation

\[ H(y_1, y_k) = (\ast, \ldots, \ast, y_{i_1}, \ast, \ldots, \ast, y_{i_k}, \ast, \ldots) \]  

(3)

defines a schema where the values of \( y_j \) and \( y_k \) are held fixed, the other variables are free. If we sum Equation 1 over all \( \mathbf{y} \) which are members of schema \( H \), we obtain the probability of \( H \) after
selection

\[ p^*(H(y_i, y_k), t) = \sum_{y \in H} \frac{p(y, t)g(y)}{g(t)}. \quad (4) \]

In probability terms \( p^*(H(y_i, y_k), t) \) is a marginal distribution which we abbreviate by \( p^*(y_i, y_k, t) \). In fact, all schemata define corresponding marginal distributions. We can now state our question in terms of probability theory: Does a set of marginal distributions exist which gives a good approximation to Equation 2 and which can be computed in polynomial time?

The simplest choice are first order schemata or univariate marginal distributions. They are used by the Univariate Marginal Distribution Algorithm (UMDA) (Mühlenbein, 1998). Here new points are generated according to

\[ p^*(y, t + 1) = \prod_{i=1}^{n} p^*(y_i, t). \quad (5) \]

\( p^*(y_i, t) \) is the density of a first order schema defined by the gene at loci \( i \). If the distribution \( p^*(y, t) \) in Equation 1 is complex, first order schemata give a bad approximation. It is often claimed by using the Schema Theorem (Goldberg, 1989) that creating new points by Mendelian recombination is a good approximation to Equation 2. But Mühlenbein (1998) has given numerical and theoretical evidence that Mendelian recombination behaves similarly to UMDA, i.e., it approximates more Equation 5 than Equation 2.

In order to get a better approximation for complex distributions higher order schemata have to be used. But which schemata should be used? We illustrate the problem with an example. If three loci (\( n = 3 \)) are given and second order schemata are used, then in general

\[ p(y, t) \neq p(y_1, y_2, t)p(y_1, y_3, t)p(y_2, y_3, t). \]

In fact, there exists no closed expression which gives \( p(y) \) as a function of bivariate distributions. This problem is discussed in detail by Mühlenbein et al. (1998).

In this paper we consider fitness functions which allow a factorization of \( p^*(y, t) \) into a product of marginal distributions. An example are additively decomposable functions (ADF)

\[ g(y) = \sum_{j=1}^{l} g_j(y_{S_j}), \quad (6) \]

where \( S_j \subset \{1, \ldots, n\} \) and \( \bigcup S_j = \{1, \ldots, n\} \).

The outline of the paper is as follows. First we investigate separable functions, i.e. \( S_i \cap S_j = \emptyset \). In Section 2 we transform the function into a function with metavariables defined for multiple alleles. For this problem an exact equation of the response to selection is computed. From this equation Fisher’s (1958) fundamental theorem of natural selection follows for generalized linear functions. In Section 4 a weak form of Fisher’s theorem is proven for arbitrary fitness functions. Then we examine the relation between the structure of the response equation and the structure of the fitness function. The results are used to compute an approximate solution for linear fitness functions. In Section 7 we investigate a special function where the defining sets overlap in one variable. Here conditional distributions have to be used.

The last two sections deal with truncation selection. Here only approximate solutions are obtained. We define and evaluate the Factorized Distribution Algorithm (FDA) with numerical examples. FDA is an extension of UMDA using a given factorization.

2. Mapping to Metavariables with Multiple Alleles

We assume that the probability \( p^*(y, t) \) can be expressed as a product

\[ p^*(y, t) = \prod_{i \in I} p(y_{S_i}, t) \quad (7) \]

where \( I = \{1, \ldots, l\} \) and the index sets \( S_i \) are disjoint and

\[ \bigcup_{i \in I} S_i = \{1, \ldots, n\}. \]

We combine all \( y_j \) with \( j \in S_i \) into one metavariable \( x_i \) with more than two alleles. Let

\[ \Lambda_i := \{1, \ldots, 2^{|S_i|} - 1\} \]
\[ \bar{\Lambda}_i := \Lambda_i \cup \{0\}. \quad (8) \]
Then the given fitness function \( g(y) \) can be formulated as a fitness function \( f(x) \) with metavari-
ables \( x_i \) with values from \( \Lambda_i \) by a one to one mapping \( \Psi_i : \{0,1\}^{|\Lambda_i|} \rightarrow \Lambda_i \). We demonstrate the mapping with some examples.

**Example 1:** Let \( n = 2 \). Then

\[
g(y) = g_1(y_1, y_2) = \alpha_0 + \alpha_1 y_1 + \alpha_2 y_2 + \alpha_{12} y_1 y_2.
\]

We define a metavariabale \( x_1 = \Psi_1(y_1, y_2) = y_1 + 2 \cdot y_2 \) with \( x_1 \in \{0, 1, 2, 3\} \). The function is transformed to

\[
f_1(x_1) = c_0 + \sum_{j=1}^{3} c_j^1 v_j^1
\]

with

\[
y_j^1 = \begin{cases} 1 & x_1 = j \\ 0 & \text{otherwise} \end{cases}
\]

\[
c_0 = \alpha_0, \quad c_1^1 = \alpha_0 + \alpha_1, \quad c_2^1 = \alpha_0 + \alpha_2, \quad c_3^1 = \alpha_0 + \alpha_1 + \alpha_2 + \alpha_{12}.
\]

**Example 2:** Let \( n = 2m \) and

\[
g(y) = \sum_{i=1}^{m} g_i(y_{2i-1}, y_{2i}).
\]

With metavariabales \( x_i = \Psi_i(y_{2i-1}, y_{2i}) = y_{2i-1} + 2y_{2i} \) we obtain a generalized linear function

\[
f(x) = \sum_{i=1}^{m} f_i(x_i)
\]

with \( f_i(x_i) = g_i(y_{2i-1}, y_{2i}) \).

**Example 3:** Now higher order interactions are considered. Let \( n = 2m \) and

\[
g(y) = \sum_{i=1}^{m} g_i(y_{2i-1}, y_{2i}) + \sum_{i<j} g_{ij}(y_{2i-1}, y_{2i}, y_{2j-1}, y_{2j}).
\]

We first choose \( x_i = \Psi_i(y_{2i-1}, y_{2i}) = y_{2i-1} + 2y_{2i} \) and get

\[
f(x) = \sum_{i=1}^{m} f_i(x_i) + \sum_{i<j} f_{ij}(x_i, x_j)\]

with \( x_i \in \{0, \ldots, 3\} \) where

\[
f_i(x_i) = g_i(y_{2i-1}, y_{2i}) \quad \text{and} \quad f_{ij}(x_i, x_j) = g_{ij}(y_{2i-1}, y_{2i}, y_{2j-1}, y_{2j}).
\]

We can also use metavariabales with a larger alphabet, e.g. combine four bits into a metavariabale. We assume that \( m \) is even and the index sets \( (i, j) \) with \( g_{ij} \neq 0 \) are disjoint. For simplicity we assume a chain, i.e. \( g_{i, i+1} \neq 0 \). We set

\[
x_i = \Psi_i(y_{4i-3}, y_{4i-2}, y_{4i-1}, y_{4i}) = y_{4i-3} + 2y_{4i-2} + 4y_{4i-1} + 8y_{4i}
\]

and get

\[
f(x) = \sum_{i=1}^{n/4} f_i(x_i) \quad \text{with} \quad x_i \in \{0, \ldots, 15\}
\]

with suitable \( f_i \). This mapping transforms \( g \) into a generalized linear function.

**Example 4:** Now consider the inverse mapping. Let a function \( f(x) \) with \( x_i \in \{0, 1, 2, 3\} \), \( i \in \{1, \ldots, m\} \) be given. Then set \( n = 2m \) and

\[
y_{2i-1} = (x_i \mod 2), \quad y_{2i} = (x_i \div 2).
\]

In this way, we have

\[
\Psi_i(y_{2i-1}, y_{2i}) = y_{2i-1} + 2y_{2i}
\]

\[
\Psi_i^{-1}(x_i) = (x_i \mod 2, x_i \div 2)
\]

\[
f(x) = f(x_1, \ldots, x_m)
\]

\[
g(y) = g(y_1, y_2, \ldots, y_{2m-1}, y_{2m})
\]

by defining

\[
g(y) = g(y_1, y_2, \ldots, y_{2m-1}, y_{2m})
\]

\[
f(x) = f(\Psi_1(y_1, y_2), \ldots, \Psi_m(y_{2m-1}, y_{2m}))
\]

If the metavariabales are defined by Equation 8, then the given fitness function is transformed into a generalized linear function. This may lead to a large set \( \Lambda_i \). For computational reasons it might be necessary to partition the set \( S_i \) and use a separate metavariabale for each partition. This was done in example 3. In this case the transformed function might be non linear. Therefore in the next section we compute the equation for the response to selection (Mühlenbein, 1988) for the general case.
3. The Exact Equation for the Response

In the following we will call \( x_i \) a variable, keeping in mind that its domain of definition is discrete. Then \( \mathbf{x} = (x_1, \ldots, x_j) \) is a vector of discrete random variables. Furthermore

\[
p(\mathbf{x}, t) = \prod_{i \in I} p(x_i, t), \tag{10}
\]

\[
\tilde{f}(t) = \sum_{\mathbf{x}} \prod_{i \in I} p(x_i, t) f(\mathbf{x}). \tag{11}
\]

Let \( v_i \) be a shorthand notation for \( x_i = v_i \). \( v_i \) will be an element of \( \Lambda_i \) or \( \Lambda_i \). For the next proofs we will consider \( p(v_i, t) := p[v_i] \) to be variables of \( \tilde{f}(t) \). Thus \( p[v_i] \) denotes a variable of the function \( \tilde{f}(t) \), whereas \( p(x_i = v_i, t) \) denotes the value of the corresponding marginal probability distribution. Then \( \tilde{f}(t) \) is a polynomial in \( p[v_i] \). In order to distinguish the interpretations we also write

\[
W(p) := \tilde{f}(t).
\]

Note that \( p(x_i = 0, t) \) is not a free parameter, because we have the additional constraint

\[
p(x_i = 0, t) = 1 - \sum_{v_i \in \Lambda_i} p(v_i, t). \tag{12}
\]

We will later derive \( W = \tilde{f}(t) \) with respect to \( p[v_i] \). For this operation additional definitions are necessary.

**Definition 1.** Let \( J \) be a subset of \( I, J \subseteq I \). Let \( \prod_{j \in J} \Lambda_j \), where \( \Lambda_j \) denotes the product space \( \prod_{j \in J} \Lambda_j \).

\[
\epsilon_J := (-1)^{|J|} \tag{13}
\]

\[
p(x_J, t) := \prod_{j \in J} p(x_j, t) \tag{14}
\]

\[
\sum_{\mathbf{x}|x_J = v_J} F(\mathbf{x}) \quad \text{sum over all } \mathbf{x} \quad \text{with } x_j, j \in J \text{ fixed} \tag{15}
\]

\[
T_J \mathbf{x} := (\hat{x}_1, \ldots, \hat{x}_{|J|}) \quad \text{with}
\]

\[
\hat{x}_i := \begin{cases} x_i & i \notin J \\ 0 & i \in J \end{cases} \tag{16}
\]

\[
\partial_{v_J} W := \left( \prod_{j \in J} \frac{\partial}{\partial p[v_j]} \right) W \tag{17}
\]

where the \( \frac{\partial}{\partial p[v_j]} \) are multiplied formally.

Following the proof in (Mühlenbein, 1998) for binary genes we will compute the exact equation for the response to selection. We will need the expressions

\[
\tilde{f}(v_i, t) := \sum_{\mathbf{x}, v_i = \hat{v}_i} f(\mathbf{x}) \prod_{j \notin i} p(x_j, t) \tag{18}
\]

\[
F(v_i, t) := \tilde{f}(v_i, t) - \tilde{f}(t). \tag{19}
\]

Then

\[
V_1 = \sum_{i \in I} \sum_{\hat{v}_i \in \Lambda_i} p(v_i, t) F(v_i, t)^2 \tag{20}
\]

defines the additive genetic variance (Mühlenbein, 1998). By appropriate summation of Equation 1 and using Equation 2 we obtain difference equations for the univariate marginal frequencies

\[
p(v_i, t + 1) = p(v_i, t) + p(v_i, t) \cdot \frac{F(v_i, t)}{\tilde{f}(t)}, \quad v_i \in \Lambda_i. \tag{21}
\]

Now we are able to define UMDA.

**Definition 2.** The Univariate Marginal Distribution UMDA algorithm generates new points according to

\[
p(\mathbf{x}, t + 1) = \prod_{i \in I} p(x_i, t + 1). \tag{22}
\]

In the original space UMDA generates new points according to

\[
p(\mathbf{y}, t + 1) = \prod_{i \in I} p(y_{S_i}, t + 1). \tag{23}
\]

\( p(y_{S_i}, t + 1) \) can be derived from \( p(x_i, t + 1) \) by using the mapping \( \Psi_i^{-1} \). Therefore UMDA defines a Factorized Distribution Algorithm in the original space. If the size of the index sets \( |S_i| \) is bounded by a fixed constant \( k \), then only \( l \times 2^k = O(n) \) marginal distributions \( p(y_{S_i}, t) \) have to be computed. This is an enormous reduction compared to the \( 2^n - 1 \) needed without a factorization.
Theorem 1. For UMDA with multiple alleles and proportionate selection, the response to selection $R(t) = \tilde{f}(t + 1) - \tilde{f}(t)$ is given by

$$R(t) = \frac{V_1}{W} + \frac{1}{2} \sum_{i,j \in I} \sum_{w_i \in \Lambda_i} \sum_{w_j \in \Lambda_j} \frac{p(v_i, t)F(v_i, t)p(w_j, t)F(w_j, t)}{W^2} \frac{\partial^2 W}{\partial p[v_i] \partial p[w_j]} + \frac{1}{3!} W^3 \sum_{|I|=3} \sum_{v_i \in \Lambda_i} \left( \prod_{j \in I} p(v_j, t)F(v_j, t) \right) \partial_{v_i} W + \ldots$$

(24)

Proof: We start with a multidimensional Taylor expansion of $R(t) = \tilde{f}(t + 1) - \tilde{f}(t)$, where $t$ is considered fixed and $p[v_i]$ are variables. With the notation defined before, we have

$$R(t) = \sum_{k \geq 1} \frac{1}{k!} \left( \sum_{i \in I} \sum_{w_i \in \Lambda_i} \Delta p(v_i, t) \frac{\partial}{\partial p[v_i]} \right)^k W$$

with

$$\Delta p(v_i, t) = p(v_i, t + 1) - p(v_i, t).$$

From (21) it follows that

$$\Delta p(v_i, t) = p(v_i, t) \cdot \frac{F(v_i, t)}{W}.$$

Because of the structure of $W$ (Equation 11) we have $\frac{\partial}{\partial p[v_i]} \frac{\partial}{\partial p[w_j]} W = 0$. Therefore we have already proven that part of the expression where derivatives of order 2 or higher are involved. We now calculate the first derivatives of $W$. Choose $i \in I$. We will use the shorthand notation $0_i := (x_i = 0)$. The parameter $t$ will be omitted in the following.

$$W = \sum_{v_i \in \Lambda_i} \sum_{x_i = v_i} f(x) p(v_i) \prod_{j \not= i} p(x_j)$$

$$= \sum_{v_i \in \Lambda_i} p(v_i) \sum_{x_i = v_i} f(x) \prod_{j \not= i} p(x_j) + \sum_{x_i = 0} f(x) \prod_{v_i \in \Lambda_i} \left( 1 - \sum_{v_i \in \Lambda_i} p(v_i) \right) \prod_{j \not= i} p(x_j)$$

$$= \sum_{v_i \in \Lambda_i} p(v_i) \left( \sum_{x_i = v_i} f(x) \prod_{j \not= i} p(x_j) \right) + \sum_{x_i = 0} f(x) \prod_{j \not= i} p(x_j)$$

$$= \sum_{v_i \in \Lambda_i} p(v_i) \left( \tilde{f}(v_i) - \tilde{f}(0_i) \right) + \tilde{f}(0_i).$$

(25)

We now interpret $p(v_i)$ as the variable $p[v_i]$. As the term in the parentheses is independent of $p[v_i]$, we get

$$\frac{\partial W}{\partial p[v_i]} = \tilde{f}(v_i) - \tilde{f}(0_i) = F(v_i) - F(0_i).$$

(26)

The first term of $R$ is thus

$$\sum_{i \in I} \sum_{v_i \in \Lambda_i} \Delta p(v_i) \frac{\partial W}{\partial p[v_i]}$$

$$= \frac{1}{W} \sum_{i \in I} \sum_{v_i \in \Lambda_i} p(v_i) F(v_i) \left( F(v_i) - F(0_i) \right).$$

(27)

From (25) it follows that

$$W = \sum_{v_i \in \Lambda_i} p(v_i) \left( F(v_i) - F(0_i) \right) + F(0_i) + W$$

$$\Rightarrow \sum_{v_i \in \Lambda_i} p(v_i) F(v_i) = -\left( 1 - \sum_{v_i \in \Lambda_i} p(v_i) \right) F(0_i)$$

$$= -p(0_i) F(0_i).$$

Therefore we obtain

$$\sum_{i \in I} \sum_{v_i \in \Lambda_i} \Delta p(v_i) \frac{\partial W}{\partial p[v_i]}$$

$$= \sum_{i \in I} \sum_{v_i \in \Lambda_i} p(v_i) F^2(v_i) - \sum_{i \in I} F(0_i) \sum_{v_i \in \Lambda_i} p(v_i) F(v_i)$$

$$= \sum_{i \in I} \sum_{v_i \in \Lambda_i} p(v_i) F^2(v_i).$$

Theorem 1 gives the response to selection for arbitrary fitness functions. Separable fitness functions can be transformed into generalized linear fitness functions. For these function Fisher's theorem (1958) is valid.
**Corollary 1:** For a generalized linear function

\[ f(x) = \sum_{i=1}^{m} f_i(x_i) \quad x_i \in \tilde{A}_i \]

the response for UMDA with proportionate selection is given by

\[ R(t) = \frac{V_1}{W}. \tag{28} \]

**Proof:** We have

\[ \frac{\partial W}{\partial p[v_i]} = \bar{f}(v_i) - \bar{f}(0_i). \]

Now

\[ \bar{f}(v_i) = \sum_{k=1}^{m} \sum_{x_k = v_i} \left[ f_k(x_k) \prod_{j \neq i} p(x_j, t) \right] \]

\[ = f_i(v_i) + \sum_{k \neq i} \sum_{x_k = v_i} f_k(x_k) \prod_{j \neq i} p(x_j, t). \]

For \( v_i = 0 \) this gives

\[ \bar{f}(0_i) = f_i(v_i) + \sum_{k \neq i} \sum_{x_k = v_i} f_k(x_k) \prod_{j \neq i} p(x_j, t). \]

Combining the equations we obtain

\[ \frac{\partial W}{\partial p[v_i]} = f_i(v_i) - f_i(0). \]

Thus the first derivatives of \( W \) are independent of \( p \). Therefore all higher derivatives will be zero. This gives \( R(t) = \frac{V_1}{W}. \)

For the sake of completeness, we will show that for non linear fitness functions higher order derivatives of \( W \) do not vanish in general.

**Corollary 2:** For fitness functions with second order interactions like

\[ f(x) = \sum_{k \in G} g_k(x_{k-1}, x_k) \]

with \( G = \{2, 4, 6, \ldots, m\} \), second order derivatives of \( W \) will not vanish.

**Proof:** We have for \( i \) even

\[ \bar{f}(v_i) = \sum_{x_k = v_i} \left( \sum_{k \in G} g_k(x_{k-1}, x_k) \right) \prod_{j \neq i} p(x_j, t) \]

\[ = \sum_{v_i-1 \in \tilde{A}_{i-1}} g_i(v_i-1, v_i) \sum_{x_k = v_i} \prod_{j \neq i} p(x_j, t) \]

\[ + \sum_{k \in G} \sum_{x_k = v_i} g_k(x_{k-1}, x_k) \prod_{j \neq i} p(x_j, t). \]

This yields

\[ \frac{\partial W}{\partial p[v_i]} = \bar{f}(v_i) - \bar{f}(0_i) \]

\[ = \sum_{v_i-1 \in \tilde{A}_{i-1}} \left[ g_i(v_i-1, v_i) - g_i(v_i-1, 0) \right] p(v_i-1, t) \]

and we have

\[ \frac{\partial^2 W}{\partial p[v_i] \partial p[v_{i-1}]} = g_i(v_i-1, v_i) - g_i(v_i-1, 0) - g_i(0, v_i) + g_i(0, 0). \]

Therefore the second order derivatives will not vanish in general.

\[ \square \]

4. A Weak Version of Fisher’s Theorem

Fisher’s theorem is only valid for generalized linear functions. For arbitrary functions we can only show that the response \( R(t) \) is always greater or equal to zero if new points are generated according to Equation 21. The proof is based on the general form of the inequality by Baum and Eagon (1967), written here in our notation.

**Theorem 2. (Baum, Eagon)** Let \( \tilde{W}(p) = \tilde{W}(\{p_j\}) \) be a polynomial with nonnegative coefficients homogeneous of degree \( n \) in its variables \( p_{ij} \), \( i \in I, j \in \tilde{A}_i \). Let \( p = \{p_{ij}\} \) be any point in the domain \( D : p_{ij} \geq 0, \sum_j p_{ij} = 1 \). Let \( p' \) denote the point given by the coordinates

\[ p'_{ij} = \frac{\frac{\partial \tilde{W}}{\partial p_{ij}} \cdot p}{\sum_{k \in \tilde{A}_i} \frac{\partial \tilde{W}}{\partial p_{jk}} \cdot p}. \tag{29} \]

Then \( \tilde{W}(p') > \tilde{W}(p) \) unless \( p' = p \).
Theorem 3. For UMDA and proportionate selection we have $R(t) > 0$ unless all marginal frequencies remain the same.

Proof: We consider $W = \tilde{f}(t)$ to be a function of the variables $p_i(v_i) = p(v_i)$ with $v_i \in \tilde{A}_i$. $p(0)$ is considered a variable. We define $p_{ij} = p(v_i)$ with $v_i = j$. Then the constraint $\sum_j p_{ij} = 1$ is obviously fulfilled. Next we have to show that Equation (29) is identical to Equation (21) for the univariate marginal frequencies.

We easily obtain
\[
\frac{\partial \tilde{W}}{\partial p_{ij}} \bigg|_{p} = \tilde{f}(x_i = j, t)
\]
where $\tilde{f}(x_i = j, t)$ is defined in Equation 18.
Furthermore
\[
\sum_{k \in \tilde{A}_i} p_{ik} \tilde{f}(x_i = k, t) = \tilde{W}
\]
is valid. Therefore the marginal frequencies of UMDA fulfill the assumptions of Theorem 2.

Thus UMDA has a numerically very useful property that the average fitness of the population always increases. This property can be used to terminate the algorithm. In the next section we investigate the relation, which exists between the vanishing of all higher order derivatives of $W$ and the structure of $f$.

5. Relation between $f$ and $W$

In the following, the parameter $t$ will be considered fixed and is omitted in the formulas.

Theorem 4. If for all $J \subset I$, $|J| \geq k \geq 2$ and for all $v_j \in \Lambda_j : \partial_{v_j} W = 0$, then for all subsets $K$ with $|K| \leq k$ there exist functions $f_k : \tilde{A}_K \rightarrow R$ with $f_k(0) = 0$ for $K \neq 0$ and $f_K(x) = 0$ for $x \notin \tilde{A}_K$ and
\[
f(x) = \sum_{|K| \leq k} f_k(x_k).
\]
The proof is by induction over $|J|$. It is lengthy and will be omitted. The theorem states that the number of interacting variables is at most $k$ if all order $k$ and higher derivatives of $W$ vanish. We just give two examples.

Corollary: Assume that all derivatives of $W$ except the first vanish, then
\[
f(x) = \sum_{i=1}^{n} f_i(x_i),
\]
that is, $f$ is a generalized linear function.

For binary variables this was already conjectured in (Mühlenbein, 1998).

Let $\tilde{A}_i = \{0, 1\}$. Assume that all derivatives except the first and second vanish, then $f$ is of the form
\[
f(x) = c_0 + \sum_{i=1}^{n} c_i x_i + \sum_{i<j} c_{ij} x_i x_j.
\]
In the next section we will approximately solve the difference equations (21) for linear functions.

6. Linear Fitness Functions

Now we will use the theory to obtain the response equations and the change in allele frequencies for linear fitness functions with an arbitrary alphabet. Let an arbitrary linear function be given
\[
f(x) = \alpha_0 + \sum_{i \in I} \alpha_i x_i \quad \text{with } x_i \in \tilde{A}_i.
\]
Then
\[
\tilde{f}(t) = \alpha_0 + \sum_{i \in I} \sum_{v_i \in \Lambda_i} \alpha_i v_i p(v_i, t).
\]
The marginal frequencies after one step of proportionate selection are given by Equation 21:
\[
p(v_i, t+1) = p(v_i, t) \cdot \frac{\tilde{f}(v_i, t)}{\tilde{f}(t)} = p(v_i, t) + p(v_i, t) \cdot \frac{F(v_i, t)}{\tilde{f}(t)}
\]
where $\tilde{f}(v_i)$ is now given by
\[
\tilde{f}(v_i, t) = \alpha_0 + \sum_{x_{|x_i=v_i}} \left( \prod_{k \neq i} p(x_k, t) \right) \sum_{j \in I} \alpha_j x_j.
\]
Theorem 5. For linear functions marginal distributions and the response to selection are given for UMDA with proportionate selection by

\[
p(v_i, t + 1) = p(v_i, t) + \frac{\alpha_i v_i - \sum_{w_i \in \Lambda_i} \alpha_i w_i p(w_i, t)}{\tilde{f}(t)}
\]

(37)

\[
R(t) = \frac{V_1(t)}{\tilde{f}(t)} = \frac{1}{\tilde{f}(t)} \sum_{i \in I} \sum_{v_i \in \Lambda_i} \alpha_i^2 v_i^2 \cdot p(v_i, t) (1 - p(v_i, t))^2.
\]

(38)

Proof: We sort Equation 36 according to multino- mials \( p(v_j, t) \) for \( I \) fixed and \( J \subseteq I \setminus j \) and \( v_j \in \Lambda_j \), that is, we substitute \( p(0_i, t) = 1 - \sum_{v_i \in \Lambda_i} p(v_i, t) \). In order to obtain a given multi- nomial \( p(v_j, t) \), we see that all \( x_k \) with \( k \not\in J \) have to be zero, whereas the \( x_j \) with \( j \in J \) might be zero or \( v_j \). For \( x_j = 0 \) a change in the sign of the product is involved. This leads to

\[
\tilde{f}(v_i, t) = \alpha_0 + \sum_{J \subseteq I \setminus j} \sum_{v_j \in \Lambda_j} p(v_j, t) \cdot \sum_{J' \subseteq J} \varepsilon_{J'J} \left( \alpha_0 v_i + \sum_{k \in J'} \alpha_k v_k \right).
\]

(39)

It is evident that \( \sum_{J' \subseteq J} \varepsilon_{J'J} \alpha_0 v_i = 0 \quad \forall \emptyset \subset J' \subseteq I \).

For \( |J| > 1 \), each term \( \alpha_0 v_k \) in \( H(v_j) \) occurs exactly \( 2^{|J|}-1 \) times with alternating signs, such that

\[ |J| > 1 \implies H(v_j) = 0. \]

For \( |J| = 1 \) we obtain \( H(v_j) = +\alpha_0 v_j \), and \( H(0) = \alpha_0 v_i \). This yields

\[
\tilde{f}(v_i, t) = \alpha_0 + \alpha_i v_i + \sum_{j \neq i} \sum_{v_j \in \Lambda_j} \alpha_j v_j p(v_j, t).
\]

As derivatives of \( W \) of order 2 or higher vanish, we finally get the following equations:

\[
p(v_i, t + 1) = p(v_i, t) + \frac{\alpha_i v_i - \sum_{w_i \in \Lambda_i} \alpha_i w_i p(w_i, t)}{\tilde{f}(t)}.
\]

(40)

\[
\frac{p(v_i, t)}{\tilde{f}(t)} = p(v_i, t) + \frac{\alpha_i v_i - \sum_{w_i \in \Lambda_i} \alpha_i w_i p(w_i, t)}{\tilde{f}(t)}.
\]

(41)

The difference equations 37 can be easily computed numerically. An analytical solution is nevertheless complicated. In the following we will derive an approximate solution for a special case.

Theorem 6. For \( \tilde{\Lambda}_i = \{0, 1\}, \alpha_0 = 0, \alpha_i > 0 
\]

and \( p(x_i, 0) = \frac{1}{2} \) with \( p_1(t) := p(x_i = 1, t) \), we can approximate the marginal frequency by

\[
p_i(t) \approx 1 - q_i, \quad q_i = \frac{\alpha - \alpha_i}{\alpha - \alpha_i (1 + \frac{\alpha_i^2 - \alpha_0^2}{\alpha^2 + \beta})}
\]

(42)

\[
\alpha_i = \frac{\alpha - \alpha_i}{\alpha - \alpha_i (1 + \frac{\alpha_i^2 - \alpha_0^2}{\alpha^2 + \beta})}
\]

(43)

\[
q_i = \frac{1 - \alpha_i}{2 \alpha_i}
\]

(44)

with

\[
\alpha := \sum_j \alpha_j \quad \beta := \sum_j \alpha_j^2.
\]

Proof: From Equation 37 we obtain

\[
p_i(t + 1) = p_i(t) \left( 1 + \alpha_i \frac{1 - p_i(t)}{\tilde{f}(t)} \right).
\]

We calculate the frequencies for two generations:

\[
p_i(1) = \frac{1}{2} \left[ 1 + \alpha_i \frac{1}{\alpha} \right] = \frac{1}{2} \left( 1 + \frac{\alpha_i}{\alpha} \right) = 1 - \frac{1}{2} (1 - \frac{\alpha_i}{\alpha})
\]

\[
p_i(2) = \frac{1}{2} \left( 1 + \frac{\alpha_i}{\alpha} \right) \left[ 1 + \alpha_i \frac{1}{2} \frac{1}{\alpha_i} \frac{1}{\alpha} \right] = \frac{1}{2} \left( 1 + \frac{\alpha_i}{\alpha} \right) \left[ 1 + \alpha_i \frac{\alpha - \alpha_i}{\alpha_i^2 + \beta} \right] = \frac{1}{2} + \frac{1}{2} \frac{\alpha_i}{\alpha} + \frac{1}{2} \alpha_i \frac{\alpha^2 - \alpha_i^2}{\alpha^2 + \beta} = 1 - \frac{1}{2} \left[ 1 - \frac{\alpha_i}{\alpha} \left( 1 + \frac{\alpha^2 - \alpha_i^2}{\alpha^2 + \beta} \right) \right].
\]
Using the ansatz \( p_i(t) = 1 - q_i a_i^t \) we obtain the equations
\[
q_i a_i = \frac{1}{2} \left( 1 - \frac{a_i}{a} \right) \\
q_i a_i^2 = \frac{1}{2} \left[ 1 - \frac{a_i}{a} \left( 1 + \frac{\alpha^2 - \alpha_i^2}{\alpha^2 + \beta} \right) \right].
\]
Dividing the second equation by the first one we get \( a_i \) and then \( q_i \).

The OneMax function is defined by \( \alpha_i = 1, \ i = 1, \ldots, n \). In this case we obtain
\[
a_i = 1 - \frac{1}{n} \\
p(t) = 1 - \frac{1}{2}(1 - \frac{1}{n}).
\]
This is the exact solution of Equation 37. For OneMax our approximation is exact.

Next we consider a more difficult function. Let \( n = 10, \Lambda_i = \{0, 1\}, \alpha_0 = 0, \alpha_i = 2^{i-1} \). Thus the fitness function is
\[
f(x_1, \ldots, x_5) = \sum_i 2^{i-1} x_i \quad \text{or} \quad f(x) = x.
\]
From Theorem 6 we compute the numerical values for \( a_9, \ldots, a_{10} \) and \( q_8, \ldots, q_{10} \):
- \( a_{10} = 0.437 \) \( q_{10} = 0.571 \)
- \( a_9 = 0.765 \) \( q_9 = 0.490 \)
- \( a_8 = 0.894 \) \( q_8 = 0.489 \)

We numerically compare the approximate values with the exact values. The result is shown in Figure 1. The frequencies \( (1 - p_i) \) are plotted on a logarithmic scale, which leads to almost linear graphs as predicted.

7. Conditional Probability Distributions

If the index sets \( S_i \) overlap, then the analysis becomes much more difficult. The probability distribution is no longer the product of independent distributions. We have to introduce conditional probabilities.

In order to describe the problems associated with this factorization, we take as a simple example the index sets \( \{1, 2\} \) and \( \{2, 3\} \). The probability distribution factors into
\[
p(x_1, x_2, x_3, t) = p(x_1, x_2, t)p(x_3|x_2, t).
\]
As the factors and the product must be probability distributions, we have the constraints
\[
p(0, 0, t) = 1 - p(0, 1, t) - p(0, 0, t) - p(1, 1, t) \quad (47)
\]
\[
\forall x_2 : p(0|x_2, t) = 1 - p(1|x_2, t). \quad (48)
\]
\( p \) is determined by 5 parameters. A general distribution with 3 variables has \( 2^3 - 1 \) parameters. So we have a slight reduction in the number of free parameters. Our goal is to calculate the response. We will omit the parameter \( t \) when the value is clear from the context.

Using Equations 1 and 2 we obtain
\[
p(x_1, x_2, x_3, t+1) = p(x_1, x_2, x_3, t) \frac{f(x_1, x_2, x_3)}{f(t)}.
\]
These are eight equations. By suitable aggregation we can derive the difference equations for the five distributions defining the probability \( p \).

We formulate the result as a theorem.

Theorem 7. The response to selection for a fitness function with sets \( \{1, 2\} \) and \( \{2, 3\} \) giving the factorization \( p = p(x_1, x_2, t)p(x_3|x_2, t) \) is obtained by
\[
R(t) = \frac{V_c}{W} + \frac{1}{W^2} \sum_{v,w} p(v, t)F(v)\rho(w, t)F(w) \frac{\partial^2 W}{\partial v \partial w},
\]
with
\[ V_t = \sum_{x_1, x_2} p(x_1, x_2, t) F(x_1, x_2)^2 + \]
\[ \sum_{x_2, x_3} p(x_3 | x_2, t) \frac{\tilde{f}(x_3)}{W} F(x_3 | x_2)^2 \]

where \( v \) and \( w \) must be chosen consistently for \( x_2 \) and be actual parameters, that is \( v \in \{(0, 1), (1, 0), (1, 1)\} \) and \( w \in \{(1|0), (1|1)\} \).

**Proof:** Summing equations 49 and 46 for \( x_3 = 0 \) and \( x_3 = 1 \) we get

\[ p(x_1, x_2, t + 1) = p(x_1, x_2, t) \frac{\tilde{f}(x_1, x_2)}{W} \]
\[ \tilde{f}(x_1, x_2, t) = \sum_{x_3} f(x) p(x_3 | x_2, t) \]
\[ F(x_1, x_2, t) := \tilde{f}(x_1, x_2, t) - W. \quad (50) \]

This leads to

\[ \Delta p(x_1, x_2) = p(x_1, x_2, t + 1) - p(x_1, x_2, t) \]
\[ = p(x_1, x_2, t) \frac{F(x_1, x_2, t)}{W}. \quad (51) \]

The same procedure is done by inserting \( x_1 = 0 \) and \( x_1 = 1 \) yielding

\[ p(x_2, t + 1)p(x_3 | x_2, t + 1) \]
\[ = p(x_3 | x_2, t) \frac{1}{W} \left[ p(0, x_2, t)f(0, x_2, x_3) + p(1, x_2, t)f(1, x_2, x_3) \right]. \]

where \( p(x_2, t) \) denotes the univariate marginal frequency of \( x_2 \). Using the above formulas, we get

\[ p(x_2, t + 1) = \frac{\tilde{f}(x_2, t)}{W} \]
\[ \tilde{f}(x_2, t) := \sum_{x_1, x_3} f(x) p(x, t). \]

Obviously, \( \tilde{f}(x_2 = 0) + \tilde{f}(x_2 = 1) = \tilde{f}(t) \).

Setting

\[ \tilde{f}(x_3 | x_2, t) := \sum_{x_1} f(x) p(x_1, x_2, t) \quad \text{and} \quad (52) \]
\[ F(x_3 | x_2, t) := \tilde{f}(x_3 | x_2, t) \frac{W}{\tilde{f}(x_2, t)} - W \quad (53) \]

we have

\[ p(x_3 | x_2, t + 1) = p(x_3 | x_2, t) \frac{\tilde{f}(x_3 | x_2, t)}{\tilde{f}(x_2, t)} W \]
\[ = p(x_3 | x_2, t) \frac{F(x_3 | x_2, t)}{W}. \quad (54) \]

This leads to the difference equations

\[ \Delta p(1 | x_2) = p(1 | x_2, t + 1) - p(1 | x_2, t) \]
\[ = p(1 | x_2, t) \frac{F(1 | x_2, t)}{W}. \]

It should be noted that this result is formally similar to the non-conditional one. But the term \( F(x_3 | x_2, t) \) is much more complex than the usual term \( F(x_3, t) \). A tedious calculation finally gives an expression of the first derivatives of \( W \) and therefore the conjecture.

Formally we have succeeded to obtain the exact response equation for a simple example with overlapping sets. The analysis can be extended to a chain of overlapping variables. But the interpretation and the calculation of the conditional terms is difficult. Moreover, if the sets \( S_i \) overlap in a more irregular manner, it can be very difficult to obtain a factorization of the probability at all. We will therefore investigate these problems numerically by simulation and by approximations derived from our theory.

8. The Factorized Distribution Algorithm

FDA is based on a factorization of the distribution \( p(y, t) \). In its most general form we assume that

\[ p(y, t) = \prod_{i \in I} p(y_{N_i} | y_{R_i}, t) \quad N_i, R_i \subset \{1, \ldots, n\} \quad (55) \]

where \( N_i \cup R_i = S_i \). We will not mathematically discuss the factorization problem here. This is done in (Mühlenbein et al., 1998). But the reader should get an idea, how to obtain the factorization from the examples we will discuss in detail. If the sets \( S_i \) are disjoint, then \( N_i = S_i \) and \( R_i = \emptyset \). The transformed fitness function is a generalized linear function.

Proportionate selection is well suited for mathematical analysis, but it is not suited for a practical optimization algorithm. It selects too
weakly in the final stages of the algorithm (Mühlenbein, 1998). Therefore FDA is normally used with truncation selection.

FDA,

- **STEP 0**: Set \( t \leftarrow 1 \). Generate \((1 - r) \times N \gg 0\) points randomly and \( r \times N \) points according to Equation 56.
- **STEP 1**: Selection (e.g. proportionate or truncation - select \( \tau N \), \( \tau < 1 \) points).
- **STEP 2**: Compute the conditional probabilities \( p^*(y_{N_i}|y_{R_i}, t) \) with the selected points.
- **STEP 3**: Generate a new population according to \( p(y, t + 1) = \prod_{i \in I} p^*(y_{N_i}|y_{R_i}, t) \).
- **STEP 4**: If termination criteria is met, FINISH.
- **STEP 5**: Add the best point of the previous generation to the generated points (elitist).
- **STEP 6**: Set \( t \leftarrow t + 1 \). Go to STEP 2.

FDA is obviously an extension of UMDA, working in the original space. For separable functions both algorithms generate the same search points. FDA combines mutation and recombination of genetic algorithms into one operator using probability distributions. The factorization of the probability defined by Equation 56 can also be used at the initialization. For faster convergence, a proportion of \( r \times N \) individuals can be generated with a local approximation of the conditional marginal distributions. This is done as follows:

\[
p(y_{N_i}|y_{R_i}, t) = \sum_{Z_{N_i}} p(y_{N_i}, y_{R_i}) \tag{56}
\]

with arbitrary \( b \). The larger \( b \), the “steeper” the distribution, whereas \( b = 1 \) yields a uniform distribution. \( b \) should be chosen so small that all \( p(y_{N_i}|y_{R_i}, 0) > 0 \).

For proportionate selection we have analytically derived exact difference equations for the marginal distributions. For truncation selection we have not yet been able to compute exact difference equations. Therefore we will show the similarity between UMDA and FDA in the next section mainly by simulation.

9. Convergence Results for Truncation Selection

We have previously analyzed UMDA for the simple fitness function OneMax in detail. OneMax just counts the number of bits in the given string. This approximation will be of relevance for our FDA. Therefore we recall the theoretical results (Mühlenbein et al. 1994, Mühlenbein, 1998).

Assuming for all loci identical univariate marginal distributions for the initial population \( p_0(x_i = 1, t = 0) = p_0 \), the difference equation for \( p(t) \) can be obtained from the equation for the response to selection \( R(t) = np(t + 1) - np(t) \approx I \star V(t)^{1/2} \). \( V(t) \) denotes the variance of the population and \( I \) denotes the selection intensity. For OneMax we have \( V(t) = np(t)(1 - p(t)) \). Therefore we obtain the difference equation for \( p(t) \)

\[
p(t + 1) = p(t) + \frac{1}{n} \sqrt{np(t)(1 - p(t))} \tag{57}
\]

From the difference equation a differential equation can be derived. This has the solution

\[
p(t) = 0.5 \left( 1 + \sin \left( \frac{1}{\sqrt{n}} \arcsin(2p_0 - 1) \right) \right) \tag{58}
\]

This equation completely describes the dynamics of UMDA for OneMax.

For the sake of completeness we show for selected truncation thresholds the corresponding selection intensities (Mühlenbein, 1998) in the following table.

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>0.75</th>
<th>0.5</th>
<th>0.25</th>
<th>0.125</th>
<th>0.04</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I )</td>
<td>0.42</td>
<td>0.8</td>
<td>1.27</td>
<td>1.65</td>
<td>2.14</td>
</tr>
</tbody>
</table>

*Table 1. Selection intensity*
Next we compute $\textit{GEN}_e$, the number of generations until convergence. Convergence is achieved when the average fitness of the population is equal to the best fitness. $\textit{GEN}_e$ is obtained by setting $p(i_e) = 1$.

$$\textit{GEN}_e = \left( \frac{\pi}{2} - \text{arcsin}(2p_0 - 1) \right) \frac{\sqrt{n}}{I}. \quad (59)$$

$\textit{GEN}_e$ depends on the size of the problem, the size of the population $N$ and the truncation threshold $\tau$. By looking at our results for proportionate selection, we expect that FDA and UMDA behave very similarly, also for truncation selection. Therefore we conjecture:

- $\textit{GEN}_e$ will be proportionate to $\sqrt{n}$.
- $\textit{GEN}_e$ will be inversely proportionate to $I$.

The second conjecture is a statistical property and has been confirmed in (Mühlenbein, 1998). The first conjecture is valid if the population size $N$ is larger than a critical population size $N^*$, defined as the minimal population size needed to find the optimum with high probability, e.g. 99%. The determination of the critical population size $N^*$ is very difficult. We have not yet succeeded with an analytical formula.

10. Numerical Results

We will first test the conjecture concerning the number of generations until equilibrium. For this we will use the following three functions

$$F_1(X) = \sum_{i=1}^{n} x_i \quad x_i \in \{0,1\}$$

$$F_2(X) = \sum_{i=1}^{l} f_2(x_i) \quad x_i \in \{0,1,\ldots,7\}$$

$$F_3(X) = \sum_{i=1}^{l} f_3(x_i) \quad x_i \in \{0,1,\ldots,7\}.$$

For the function $F_2$ we set $f_2(x_i)$ to the values of a OneMax function of order three. $F_2$ is thus identical to $F_1$. For $F_3$ we set $f_3(7) = 10$ and all other values to zero.

Given our theory, we expect the following results. $\textit{GEN}_e$ should be equal for $F_1$ and $F_2$.

$$\begin{array}{|c|c|c|c|c|}
\hline
n & F_1 & F_2 & F_3 & \textit{GEN}_e(59) \\
\hline
30 & 7.0 & 7.0 & 6.2 & 7.2 \\
60 & 10.0 & 10.0 & 9.0 & 10.1 \\
90 & 12.2 & 12.3 & 11.0 & 12.4 \\
120 & 14.2 & 14.4 & 12.9 & 14.4 \\
GAT & 18.8 & 18.8 & 21.3 & \\
150 & 16.0 & 16.3 & 14.1 & 16.0 \\
180 & 17.2 & 17.8 & 15.9 & 17.5 \\
\hline
\end{array}$$

Table 2. Generations until convergence, truncation threshold 0.3

$\textit{GEN}_e$ should be smaller for $F_3$ because here FDA has only two main alternatives — $x_i = 7$ and all the rest.

The results from Table 2 confirm our prediction. Note how precisely Equation 59 predicts $\textit{GEN}_e$ obtained from actual simulation with FDA. GAT is a genetic algorithm with truncation selection and uniform crossover. It needs slightly more generations for OneMax, as already mentioned in (Mühlenbein et al., 1994). For the function $F_3$ the genetic algorithm needs almost twice as many generations as FDA, which has knowledge about the micro-structure of $F_3$.

We will now turn to non-separable fitness functions. The following test suite is used.

Let $u$ denote the number of bits turned on in the sub-string. Sub-function $f^3_{\text{dec}}$ is defined as follows:

$$f^3_{\text{dec}} = \begin{cases} 
0.9 & \text{for } u = 0 \\
0.8 & \text{for } u = 1 \\
0.0 & \text{for } u = 2 \\
1.0 & \text{for } u = 3. 
\end{cases}$$

$f^3_{\text{dec}}$ is used to define the separable deceptive function of order three

$$F_{\text{DEC}}(y) = \sum_{i=1}^{l} f_{\text{dec}}(y_i).$$

The factorization of the distribution is obvious, because the function is separable.

The next function is composed of two sub-functions:

$$f^l_i = \begin{cases} 
1 & \text{for } u = 0 \\
l - 1 & \text{for } u = 3 \\
0 & \text{for } \text{else}. 
\end{cases}$$
Function $f_2^1$ has only one non-zero element, $f_2^1(1, 1, 1) = 1$. These two functions are used to define the function $F_{O-Peak}$

$$F_{O-Peak}(y) = \sum_{i=1}^{l-1} f_1^i(y_{S_i}) + f_2^i(y_{S_i})$$

where $S_i \cap S_{i+1} = x_{2i+1}$. This function is non-separable, it has a chain-like interaction structure. The variables $x_{2i+1}$ are contained in two sets.

This function is very difficult to optimize. The global optimum is $x = (1, 1, \ldots, 1)$ with $F_{O-Peak} = l(l-1) + 1$. This optimum is triggered by $f_2^1$. It is very isolated, the second best optimum is given by $x = (0, 0, \ldots, 0)$ with a function value of $l(l-1)$.

For this function a factorization with $N_i = S_i \setminus S_{i-1}, S_0 = \emptyset$ and $R_{i+1} = x_{2i+1}, R_1 = \emptyset$ will be used.

For numerical comparison we also consider the separable function

$$F_{Chain}(y) = \sum_{i=1}^{l-1} f_1^i(y_{S_i}) + f_2(y_{S_i}),$$

where $S_i \cap S_{i+1} = \emptyset$.

The last example is a two-dimensional Ising system.

$$F_{Ising}(y) = \sum_i \sum_{j \in N(i)} J_{ij} s_i s_j$$

with $J_{ij} \in \{-1, 1\}$ and $s_i \in \{-1, 1\}$. The sum is taken over the four spatial neighbors $N(i)$, but each $J_{ij}$ is used only once. We have used the following factorization for an 11x11 grid. The spins are sequentially numbered from 1 till 121

$$p(s) = p(s_1, s_2, s_{12}, s_{13}) p(s_3, s_{14}, s_2, s_{12}) * \cdots * p(s_{121}, s_{109}, s_{110}, s_{120}).$$

All distributions use four variables. Each variable appears exactly once at the left side from the conditional sign $|$. All grid interactions are covered by the factorization. For this class of Ising models exact solutions can be computed. We have computed a fairly difficult free boundary problem.

Table 3 gives the numerical results. In order to shorten the computation time, the runs have been stopped after the first occurrence of the optimum, after all individuals are equal, or after a specified maximum number of generations. GEN gives the generation count when stopped.

The surprising result is that GEN mainly depends on $n$, despite the great differences of the fitness functions. There is even not a large difference between $F_{Ising}$ and the separable $F_{Chain}$: if the same number of variables is considered. For separable functions an initialization according to the marginal probabilities speeds up the convergence. This can be seen with $F_{DEC}$. For all functions Equation 59 obtained for OneMax is a very good prediction for GENc.

<table>
<thead>
<tr>
<th>$F$</th>
<th>$n$</th>
<th>$l$</th>
<th>Alg.</th>
<th>GEN</th>
<th>popsize</th>
<th>best</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{DEC}$</td>
<td>90</td>
<td>30</td>
<td>FDA0.0</td>
<td>11</td>
<td>1000</td>
<td>30</td>
</tr>
<tr>
<td>$F_{DEC}$</td>
<td>90</td>
<td>30</td>
<td>FDA0.5</td>
<td>7</td>
<td>1000</td>
<td>30</td>
</tr>
<tr>
<td>$F_{DEC}$</td>
<td>90</td>
<td>30</td>
<td>GAT</td>
<td>32</td>
<td>5000</td>
<td>27.1*</td>
</tr>
<tr>
<td>$F_{Chain}$</td>
<td>60</td>
<td>20</td>
<td>FDA0.0</td>
<td>5</td>
<td>1000</td>
<td>400</td>
</tr>
<tr>
<td>$F_{Chain}$</td>
<td>90</td>
<td>30</td>
<td>FDA0.5</td>
<td>7</td>
<td>1000</td>
<td>900</td>
</tr>
<tr>
<td>$F_{Chain}$</td>
<td>120</td>
<td>40</td>
<td>FDA0.5</td>
<td>9</td>
<td>1000</td>
<td>1600</td>
</tr>
<tr>
<td>$F_{Chain}$</td>
<td>90</td>
<td>30</td>
<td>GAT</td>
<td>25</td>
<td>5000</td>
<td>900</td>
</tr>
<tr>
<td>$F_{O-Peak}$</td>
<td>51</td>
<td>25</td>
<td>FDA0.0</td>
<td>6</td>
<td>1000</td>
<td>601</td>
</tr>
<tr>
<td>$F_{O-Peak}$</td>
<td>101</td>
<td>50</td>
<td>FDA0.0</td>
<td>9</td>
<td>2000</td>
<td>2451</td>
</tr>
<tr>
<td>$F_{O-Peak}$</td>
<td>151</td>
<td>75</td>
<td>FDA0.0</td>
<td>13</td>
<td>5000</td>
<td>5511</td>
</tr>
<tr>
<td>$F_{O-Peak}$</td>
<td>101</td>
<td>50</td>
<td>GAT</td>
<td>30</td>
<td>5000</td>
<td>2450*</td>
</tr>
<tr>
<td>$F_{Ising}$</td>
<td>121</td>
<td></td>
<td>FDA0.5</td>
<td>11</td>
<td>1000</td>
<td>178</td>
</tr>
<tr>
<td>$F_{Ising}$</td>
<td>121</td>
<td></td>
<td>FDA0.5</td>
<td>11</td>
<td>2000</td>
<td>178</td>
</tr>
<tr>
<td>$F_{Ising}$</td>
<td>121</td>
<td></td>
<td>GAT</td>
<td>40</td>
<td>5000</td>
<td>174*</td>
</tr>
</tbody>
</table>

Table 3. Numerical Results, truncation threshold 0.3
GEN remains constant if the population size is larger than the critical population size. This is shown with the last entries of the table concerning the ISING model. The different complexity of the optimization problem is only reflected in the population size! The more difficult the function, the greater the population size has to be. The ISING model needs a surprising small population size, whereas the critical population size is very large for $F_{O-Peak}$. For this function the critical population size increases dramatically. This has to be expected.

For comparison we also note the results of a genetic algorithm $GA_T$ with uniform crossover and truncation selection. The genetic algorithm is not able to solve the separable function $F_{DEC}$ and the very difficult function $F_{O-Peak}$. The solution of the 2-dimensional Ising model seems surprisingly simple. Even $GA_T$ found the optimum once in 10 runs.

In all cases FDA outperforms the genetic algorithm by far, in quality of solution obtained and/or in number of function evaluations needed to obtain the optimum.

11. Conclusion

The factorized Distribution Algorithm FDA is an extension of UMDA for non separable ADFs. For separable functions it behaves exactly like an UMDA for functions with multiple alleles. For proportionate selection we have derived difference equations for the marginal frequencies. For truncation selection we confirmed numerically that the number of generations until convergence can be estimated by an equation derived for the simple linear OneMax function. If a certain percentage of the initial population is generated by using the factorization, $GEN_e$ becomes even smaller.

We have shown that FDA is also very efficient for non separable ADFs. Here the corresponding factorization is given by conditional probabilities. There is almost no difference in the convergence speed of optimizing separable or non separable functions. The difficulty of the optimization problem is only reflected in the population size needed to obtain the optimum.

We do not want to give the impression that FDA should always be preferred to UMDA or genetic algorithms. In principle, UMDA can be seen as the simplest FDA implementation. The set of functions which can be solved by UMDA is surprisingly large. FDA should only be used for functions with a complex gene interaction structure. Furthermore the success of FDA critically depends on a correct probability model. This problem and constraint optimization problems are discussed by Mühlenbein et al. (1998).
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