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A model for real-time control of flexible manufacturing systems is considered. In this model, a machine can process a finite number of part types at specified rates, but only one part type can be processed at any given time. Each switch from one type to another requires different setup times.

A better upper bound on the total work backlog than those available in literature is derived by introducing the clear-the-largest-work-after-setup (CLWS) heuristic policy which stabilizes the system in the sense that, in the long run, the required demand is met.

Studying whether the CLWS scheduling policy induces convergence to a stationary state, some precedence relations between part types are reported with the computational results.
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1. Introduction

In a paper [6], Perkins and Kumar (1989) proposed a model for a flexible manufacturing system and made a number of important observations about the stability and performance of feedback scheduling policies implementable in a real time. The problem is to stabilize the system in the sense that, in the long run, the required demand is met. This is equivalent to saying that the total work backlog in the system remains bounded. They also derived a finite upper bound on the buffer level for given scheduling policy and a lower bound on the average buffer levels for any scheduling policy.

After that, Lou, Sethi and Sorger (1991) showed how these bounds can be improved by taking into account the dynamic evolution of the system, when controlled by a feedback policy.

In this paper a better upper bound on the total work backlog than those available in literature is derived by introducing the clear-the-largest-work-after-setup (CLWS) heuristic policy which stabilizes the system in the sense that, in the long run, the required demand is met.

The paper is organized as follows. The next section introduces the problem (called PKM) and defines the CLWS heuristic policy. The subsequent sections derive an upper bound on the total work backlog, compare it to the upper bound from [4] and give some precedence relations between part types. These relations could be useful in studying whether the CLWS scheduling policy induces convergence to a stationary state. The final section supposes the finite horizon and reports some computational results indicating that the stationary state exists.

2. The PKM Problem

This model assumes a single machine processing different part types at specified rates, but only one part type can be processed at any given time. Each switch from one type to another requires different setup times and once a part type has been chosen for the production, it has to be produced until the moment at which its buffer level hits zero.

In the same way as in [6], we suppose that a machine processes $I$ part types. Each part of type $i$ needs to be produced at a prespecified demand rate $d_i, i = 1 \ldots I$. The machine can process only one part at a time. Let $\tau_i, i = 1 \ldots I$, be the time required to produce one unit of part $i$ and
let us suppose that a setup from any part type to part type \( i \), requires \( \delta_i, i = 1 \ldots I \), units of time.

It is assumed that there is an unlimited buffer in front of the machine (Figure 1).

Let \( x_i(t) \) denotes the buffer level of part type \( i \) at time \( t \). We define the \( w_i(t) = x_i(t) \tau_i \) and \( \rho_i = d_i \tau_i \) as the work backlog of part type \( i \) at time \( t \) and the machine load or input due to part type \( i \), respectively.

We can then define

\[
X(t) = \sum_{i=1}^{I} x_i(t)
\]

as the total buffer level at time \( t \),

\[
W(t) = \sum_{i=1}^{I} w_i(t)
\]

as the total work backlog at time \( t \) and

\[
\rho = \sum_{i=1}^{I} \rho_i
\]

as the total machine load.

We could also say that \( \rho \) is the average proportion of time the machine spends in production.

In the same way as in [6], we say that the system is stable if

\[
\sup_{0 \leq t < \infty} W(t) \leq M < \infty
\]

holds for some constant \( M \).

Clearly, the necessary condition for stability of any policy is

\[
\rho < 1
\]

what we assume throughout this note.

**Remark 1.** Note that \( \rho_i = d_i \tau_i \), that is, this is the time needed for the production of the quantity of part type \( i \) arrived into the buffer in one unit of time. So, the condition \( \rho < 1 \) means that we are able to produce faster than the part types arrive and in this way satisfy the demand. Otherwise, the buffer level would increase without any limits and we would not be able to keep the system stable.

The problem is to find a policy which gives an upper bound on the buffer level as small as possible. This policy should at a certain moment \( T_n \) choose a part type for the production. When a part type, say \( i \), has been chosen, the machine actually begins its production at time \( T_n + \delta_i \) and continues until the moment \( T_{n+1} \) at which the buffer level \( x_i(t) \) hits zero (Figure 2). Because of this property, the considered policy will be called clearing policy.

From [7], we have the following definition.

**Definition 1.** A scheduling policy is called a clear-the-largest-work-after-setup (CLWS) policy if it is a clearing policy and if, at time \( T_n \), the machine chooses for the next production run a part type \( i_n \) which satisfies

\[
w_{i_n}(T_n + \delta_{i_n}) \geq w_j(T_n + \delta_{i_n})
\]

\[
\forall j = 1 \ldots I, \ j \neq i_n \tag{1}
\]
Thus, the CLWS policy, at a moment $T_n$, chooses the part type $i_n$ which would have the largest work backlog after the setup time.

Obviously, CLWS clearing policy generates a sequence of setups and production runs (Figure 2).

Since, during the setup, the machine does not produce anything, we have that
\[ w_j(T_n + \delta_{i_n}) = w_j(T_n) + \rho_j \delta_{i_n}, \quad \forall j = 1 \ldots I \] and summing the inequalities (1) for all $j = 1 \ldots I$, we obtain
\[ w_{i_n}(T_n) + \delta_{i_n} \rho_{i_n} \geq \frac{1}{I} \sum_{j=1}^{I} w_j(T_n) + \frac{1}{I} \sum_{j=1}^{I} \rho_j \] that is,
\[ w_{i_n}(T_n) + \delta_{i_n} \rho_{i_n} \geq \frac{1}{I} W(T_n) + \frac{1}{I} \delta_{i_n} \rho \quad (2) \]

3. Upper Bound on the Total Work Backlog

Once the part type $i_n$ has been chosen, its production run can begin at the time $T_n + \delta_{i_n}$ and continue until the time $T_{n+1}$ at which the buffer level $x_{i_n}(t)$ hits zero.

At the time $T_{n+1}$, as in [4] and [6], we have
\[ x_{i_n}(T_{n+1}) = x_{i_n}(T_n) + d_{i_n} \delta_{i_n} \]
\[ + (d_{i_n} - \frac{1}{\tau_{i_n}})(T_{n+1} - T_n - \delta_{i_n}) \]
and, clearly, multiplying by $\tau_{i_n}$,
\[ w_{i_n}(T_{n+1}) = w_{i_n}(T_n) + \rho_{i_n} \delta_{i_n} + (\rho_{i_n} - 1)(T_{n+1} - T_n - \delta_{i_n}) \]
Since, $x_{i_n}(T_{n+1}) = 0$, it has to be $w_{i_n}(T_{n+1}) = 0$ and we obtain the production interval
\[ T_{n+1} - T_n = \frac{w_{i_n}(T_n) + \delta_{i_n}}{1 - \rho_{i_n}} \quad (3) \]
For the part types that were not chosen for the production run $[T_n, T_{n+1}]$, it is
\[ w_j(T_{n+1}) = w_j(T_n) + \rho_j(T_{n+1} - T_n), \quad j = 1 \ldots I, \quad j \neq i_n \]
Thus, the total work backlog at the moment $T_{n+1}$ is
\[ W(T_{n+1}) = \sum_{j \neq i_n} w_j(T_{n+1}) + w_{i_n}(T_{n+1}) \]
\[ = \sum_{j \neq i_n} w_j(T_n) + \sum_{j \neq i_n} \rho_j(T_{n+1} - T_n) \]
\[ + w_{i_n}(T_n) + \rho_{i_n} \delta_{i_n} + \rho_{i_n}(T_{n+1} - T_n) - \rho_{i_n} \delta_{i_n} - (T_{n+1} - T_n) + \delta_{i_n} \]
\[ = W(T_n) - \rho(T_{n+1} - T_n) + \delta_{i_n} \]
Using (3), we obtain
\[ W(T_{n+1}) = W(T_n) - \frac{\rho}{1 - \rho} + \delta_{i_n} \rho - \frac{\rho - \rho_{i_n}}{1 - \rho_{i_n}} \rho \]
From (2), we have that
\[ -w_{i_n}(T_n) \leq -\frac{1}{I} W(T_n) + \delta_{i_n} \rho_{i_n} - \frac{1}{I} \delta_{i_n} \rho \]
So, it follows
\[ W(T_{n+1}) \leq W(T_n) - \frac{1}{1 - \rho_{i_n}} W(T_n) \]
\[ + \delta_{i_n} \left( \frac{1 - \rho}{1 - \rho_{i_n}} \right) (\rho_{i_n} - \frac{1}{1 - \rho_{i_n}}) + \delta_{i_n} \frac{\rho - \rho_{i_n}}{1 - \rho_{i_n}} \]
that is
\[ W(T_{n+1}) \leq W(T_n) \left[ 1 - \frac{1 - \rho}{1 - \rho_{i_n}} \right] - \frac{1 - \rho}{1 - \rho_{i_n}} \delta_{i_n} \rho \]
\[ + \frac{\delta_{i_n}}{1 - \rho_{i_n}} (\rho_{i_n} - \rho_{i_n} + \rho_{i_n} - \rho_{i_n}) \]
This implies
\[ W(T_{n+1}) \leq W(T_n) \left[ 1 - \frac{1 - \rho}{1 - \rho_{i_n}} \right] \]
\[ + \rho \delta_{i_n} - \frac{\rho}{1 - \rho_{i_n}} \delta_{i_n} \frac{1 - \rho}{1 - \rho_{i_n}} \]
and since \( 1 - \frac{1 - \rho}{1 - \rho_{i_n}} > 0 \)
\[ W(T_{n+1}) \leq W(T_n) \left[ 1 - \frac{1 - \rho}{1 - \rho_{i_n}} \right] \]
\[ + \rho \delta_{i_n} (1 - \frac{1 - \rho}{1 - \rho_{i_n}}) \]
where \( \rho_{i_n} = \min_{i=1,\ldots,I} \rho_i \) and \( \delta_M = \max_{i=1,\ldots,I} \delta_i \).

The theory of difference equations has proposed as follows (see Lou, Sethi and Sorger, [4]).

**Proposition 1.** Let \((W_n)\) be a sequence of real numbers satisfying
\[ A^- W_n + B^- \leq W_{n+1} \leq A^+ W_n + B^+ \]
with \( 0 \leq A^+ < 1, 0 \leq A^- < 1 \) and \( \Delta W_n = W_{n+1} - W_n \). Then,
\[ W_n \leq \frac{B^-}{1 - A^-} \Rightarrow \Delta W_n \geq 0 \]
\[ W_n \geq \frac{B^+}{1 - A^+} \Rightarrow \Delta W_n \leq 0 \]
and
\[ \frac{B^-}{1 - A^-} \leq \liminf_{n \to \infty} W_n \leq \limsup_{n \to \infty} W_n \leq \frac{B^+}{1 - A^+} \]
As in [4], we have the following lemma.

**Lemma 1.** For the CLWS policy, it holds
\[ \limsup_{n \to \infty} W(T_n) \leq K - \rho \delta_M \]
where
\[ K = \frac{I \rho \delta_M (1 - \rho_m)}{1 - \rho} \]

**Proof:** From the previous proposition and from the fact that
\[ 0 < 1 - \frac{1 - \rho}{1 - \rho_{i_n}} < 1 \]
QED.

Now, we can determine the following upper bound on the total work backlog.

**Theorem 1.** For the CLWS policy, it holds
\[ \lim_{t \to \infty} \sup_{t \in [T_n, T_{n+1}]} W(t) \leq K \]

**Proof:** We know that for \( t \in [T_n, T_{n+1}] \), for every \( n \), it holds that
\[ W(t) \leq W(T_n + \delta_M) \]
\[ = W(T_n) + \rho \delta_M \]
From this fact and from the previous lemma, we obtain the proof.
QED.

**Remark 2.** Observe that we considered \( \limsup_{t \to \infty} W(t) \). This means that at the beginning it may happen that the level of the total work backlog is higher than \( K \). But, once the level of work backlog falls below the upper bound \( K \), it will not increase anymore.

**Remark 3.** Let us analyse the upper bound \( K \) a little bit. If \( \delta_M = 0 \), it follows that \( \delta_i = 0, \forall i = 1 \ldots I \), that is, there is no setup time between any two part types. And, in this case, the upper bound \( K \) becomes equal to zero. This means that without the setup time, it is enough to keep the machine busy, that is, to produce as the part types come into the buffer. Also, we can notice that, if the total machine load \( \rho \) is great enough, that is, almost equal to 1, then the value \( 1 - \rho \) is almost equal to 0 and the upper bound \( K \) becomes very high.
4. Comparison to the SW Upper Bound

In the work [4], assuming the fixed setup time, Lou, Sethi and Sorger used the clear-largest-work (CLW) policy which, at a certain moment $T_n$, chooses a part type $i_n$ such that

$$w_{i_n}(T_n) \geq \frac{1}{I}W(T_n)$$

With the assumption of different setup times, it holds that

$$\lim_{t \to \infty} \sup W(t) \leq SW$$

where

$$SW = \frac{I \delta_M(\rho - \rho_m)}{1 - \rho} + \delta_M \rho$$

Comparing these two upper bounds, we get the following theorem.

**Theorem 2.** The upper bound $SW$ is greater than the upper bound $K$ if and only if there is at least one input different from the others.

**Proof.** Let us consider the difference

$$SW - K = \frac{I \delta_M(\rho - \rho_m)}{1 - \rho} + \delta_M \rho - I \rho \delta_M (1 - \rho_m)$$

$$= \frac{I \delta_M}{1 - \rho} \left[\rho - \rho_m + \frac{(1 - \rho) \rho}{I} - \rho (1 - \rho_m)\right]$$

$$= \frac{I \delta_M}{1 - \rho} (1 - \rho) \left[\rho - 1 \rho_m\right]$$

$$= \delta_M (\rho - 1 \rho_m)$$

$$= \delta_M \sum_{j=1}^{l} (\rho_j - \rho_m)$$

Thus, $SW - K > 0$ if and only if there is at least one input $\rho_i$ different from the others.

QED.

**Remark 4.** Note that if $\rho_i = \rho_m$, $\forall i = 1 \ldots I$, the upper bounds $SW$ and $K$ are equal. Consequently, the policies CLW and CLWS have the same rules for choosing the part types for the production runs because, assuming that $\rho_i = \rho_m$, $\forall i = 1 \ldots I$, the part type which has the largest workbacklog in a certain moment $T_n$, will also have the largest workbacklog at the moment $T_n + \delta_i$, for any $i = 1 \ldots I$.

The next section gives some precedence relations between part types, that could be useful in searching for the way of obtaining convergence to a stationary state (that is, to a solution consisting of cycles of identical lengths)

5. Some Precedence Relations

From Figure 2, we can observe that there is a certain cyclic behavior of the system we are considering. So, we can set our problem in the framework of the sequence dependent cyclic lot scheduling problems (see, for example Dobson [1]).

Dobson's goal is to minimize the average holding cost (or workbacklog) over all possible cycle lengths and over all frequencies of production (that is, over all numbers of runs per cycle) for each part type. The problem was to compute the production frequencies that were used then as the dates in minimizing the average holding costs, but now, they are used with all sequences of production having the given frequencies.

In [8] the CLWS heuristic is compared to the algorithm branch and bound. The reported computational results show that the CLWS heuristic policy is very effective, giving an optimality gap that is, the difference between the optimal value of the objective function and the value obtained by the heuristic, of approximately 2.5-3.0%.

Using the results from [8], we suggest that one way of computing production frequencies in sequence dependent cyclic lot scheduling problems could be by using the CLWS policy. So, it is interesting to study the cycles, their lengths and the number of runs of certain part type per one cycle (that is, their frequencies per cycle).

In this section, we will see how a sequence and frequencies of setups and production runs depend on inputs and setup times.

Let us consider a sequence $S_i = (i, \ldots, i)$ generated by the CLWS policy which contains two runs of part type $i$ (one at the beginning and one
at the end of the sequence), say, \([T_n, T_{n+1}]\) and \([T_k, T_{k+1}]\) for \(k \geq n + 1\). From this follows that \(w_i(T_{n+1}) = w_i(T_{k+1}) = 0\).

Observe that for CLWS policy it may not be true that two consecutive runs do not process the same part type. According to the CLWS policy it can happen that, in order to keep the upper bound as small as possible, it is better to process a part type, say \(j\), for a time interval during which \(x_j(t)\) is equal to zero, rather than switch up to another part type.

Let us now make these observation more concise and state the following theorems.

**Theorem 3.** If \(\rho_j \leq \rho_i\) for some \(j \neq i\), there is at least one run for part type \(j\) in the sequence \(S_i\).

**Proof.** During the period when the part type \(j\) is not processed, for some moment \(t\), \(T_{n+1} \leq t < T_k\), it is

\[
w_j(t) = w_j(T_{n+1}) + \rho_j(t - T_{n+1}) > \rho_j(t - T_{n+1}) \geq \rho_i(t - T_{n+1}) = w_i(t)
\]

Since \(\delta_j \rho_i \leq \delta_j \rho_j\), we have

\[
w_j(t) + \delta_j \rho_j > w_i(t) + \delta_j \rho_i
\]

that is,

\[
w_j(t + \delta_j) > w_i(t + \delta_j)
\]

Thus, all the part types \(j\) such that \(\rho_j \geq \rho_i\), have to be processed at least one time before the moment \(T_k\).

QED.

**Corollary 1.** If \(\rho_j = \rho_i\), for some \(j \neq i\), there is only one run of part type \(j\) in the sequence \(S_i\).

**Proof.** From the previous theorem, we know that there is at least one run of part type \(j\) in the sequence \(S_i\). Let \(T_i, T_{i+1} \leq T_i < T_k\), be the moment when the part type \(j\) was chosen for the production for the first time and \([T_i, T_{i+1}]\), the interval of its production. By the CLWS policy, at the moment \(T_{i+1}\), we have \(w_j(T_{i+1}) = 0\) and \(w_i(T_{i+1}) = \rho_i(T_{i+1} - T_{n+1})\). Thus, \(w_j(T_{i+1}) < w_i(T_{i+1})\). Also, \(\forall t, T_{i+1} \leq t < T_k\), since \(\rho_j = \rho_i\), it is \(\rho_j(t - T_{i+1}) = \rho_i(t - T_{i+1})\). Combining these, we obtain

\[
w_j(T_{i+1}) + \rho_j(t - T_{i+1}) < w_i(T_{i+1}) + \rho_i(t - T_{i+1}),
\]

\(\forall t, T_{i+1} \leq t \leq T_k\)

and since \(\rho_i \delta_i = \rho_j \delta_j\), it follows

\[
w_j(T_{i+1}) + \rho_j(t - T_{i+1}) + \rho_j \delta_j < w_i(T_{i+1}) + \rho_i(t - T_{i+1}) + \rho_i \delta_i, \forall t, T_{i+1} \leq t \leq T_k
\]

that is,

\[
w_j(t + \delta_j) < w_i(t + \delta_i), \forall t, T_{i+1} \leq t \leq T_k
\]

Thus, by the CLWS policy, in the sequence \(S_i\), the part type \(j\) will not be produced any more after the moment \(T_{i+1}\).

QED.

**Theorem 4.** For all \(j \neq i\), such that \(\rho_j \leq \rho_i\), there is not more than one run of part type \(j\) in the sequence \(S_i\).

**Proof.** Let us suppose the contrary, that is, that there are at least two runs of part type \(j\) in the sequence \(S_i\).

Let \([T_i, T_{i+1}]\) and \([T_m, T_{m+1}]\), \((T_{n+1} \leq T_i < T_{i+1} < T_m < T_{m+1} \leq T_k)\), be two consecutive intervals of the production of part type \(j\) in the sequence \(S_i\). By the CLWS strategy, it follows that

\[
w_j(T_i + \delta_j) \geq w_i(T_i + \delta_j)
\]

and

\[
w_j(T_m + \delta_j) \geq w_i(T_m + \delta_j) \tag{4}
\]

Also, at the moment \(T_{i+1}\), it is \(w_j(T_{i+1}) = 0\) and \(w_i(T_{i+1}) = \rho_i(T_{i+1} - T_{n+1})\). Since \(\rho_j \leq \rho_i\), it is

\[
w_j(T_m + \delta_j) = w_j(T_{i+1}) + \rho_j(T_m - T_{i+1} + \delta_j) < w_i(T_{i+1}) + \rho_i(T_m - T_{i+1} + \delta_j)
\]

\(= w_i(T_m + \delta_j)
\]

which is in contradiction with the (4).

QED.
6. Computational Results

Based on the results from the previous sections we implemented the CLWS heuristic policy and assuming the finite horizon, executed it until all the part types were scheduled.

Our computational experiments have objective to estimate empirically whether the CLWS heuristic policy induces convergence to a stationary state that is, to a solution consisting of cycles of identical lengths.

We performed all the computations on a SPARC Server 20 mod. S20 (2 processors SuperSPARC 50 MHz, 1 Mb SuperCache, RAM 128 MB, operational system UNIX SunOS 5.5 (Solaris 2.5). The CLWS heuristic is coded in programming language C.

The problems solved were randomly generated. We specify for each machine load of the problem a range of values (\( \rho_i \in [0.01, 0.6] \), \( i = 1 \ldots I \)) and each machine load was randomly generated within this range. The setup cost was chosen so that the sum of the machine loads is less than 1. We generate set of problems with 2, 3 and 4 part types and horizont equal to 50, 100, and 400.

All the problem instances assume that the machine is off at the beginning of the production and that there is no setup at the start of the first production run.

Let denote the part types by \( J_1, J_2, \ldots, J_I \).

Example 1. I=2, T=50

(a) \( \rho_1 = 0.1, \rho_2 = 0.2, \delta_1 = 0.5, \delta_2 = 1.0 \)

The production cycles are:

\[ J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2 \ldots \]

(b) \( \rho_1 = 0.1, \rho_2 = 0.2, \rho_3 = 0.6, \delta_1 = 0.5, \delta_2 = 0.5, \delta_3 = 0.5 \)

The production cycles are:

\[ J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2 \ldots \]

Example 2. I=3, T=400

(a) \( \rho_1 = 0.1, \rho_2 = 0.2, \rho_3 = 0.6, \delta_1 = 0.5, \delta_2 = 0.5, \delta_3 = 1.0 \)

The production cycles are:

\[ J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2 \ldots \]

(b) \( \rho_1 = 0.1, \rho_2 = 0.2, \rho_3 = 0.6, \delta_1 = 0.5, \delta_2 = 0.5, \delta_3 = 0.5 \)

The production cycles are:

\[ J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2 \ldots \]

Example 3. I=5, T=100

(a) \( \rho_1 = 0.05, \rho_2 = 0.2, \rho_3 = 0.2, \rho_4 = 0.25, \rho_5 = 0.3, \delta_1 = 0.5, \delta_2 = 0.5, \delta_3 = 1.0, \delta_4 = 1.3, \delta_5 = 1.5 \)

The production cycles are:

\[ J_5J_4J_3J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2 \ldots \]

(b) \( \rho_1 = 0.05, \rho_2 = 0.2, \rho_3 = 0.2, \rho_4 = 0.25, \rho_5 = 0.3, \delta_1 = 0.5, \delta_2 = 0.5, \delta_3 = 0.5, \delta_4 = 0.5, \delta_5 = 0.5 \)

The production cycles are:

\[ J_5J_4J_3J_2J_1J_2J_1J_2J_1J_2J_1J_2J_1J_2 \ldots \]

Considering these results, we can observe that after some production runs at the beginning, the part types are produced with a certain regularity depending on the date (the machine loads and setup times). In Example 1 (a) and (b), we can notice that the regularity changed when we decreased the value of the setup \( \delta_2 \), but in the majority of examples this regularity did not even depend on the values of setup times. Yet, it
suredly depended on the values of machine loads, in the sense of the theorems from the previous section.

So, the results verify these theorems and make them useful in resolving the sequence dependent cyclic lot scheduling problem, because we can assume a rotation schedule and use the production frequencies obtained from the CLWS policy as the dates in its modelling (for example, in the Dobson's model from [1]).

7. Conclusions

The objective of this work was to study the single machine sequencing problem PKM proposed by Perkins and Kumar [6]. In this paper we proposed on new heuristic strategy (called CLWS) giving better upper bound on the work backlog than those available in the literature.

Introducing different setup times for different part types we gave some precedence relations between the part types in order to investigate whereas the stationary state exists. The computational results reported in the last section indicate this possibility.

For the future research it would be very interesting to examine this problem in the context of periodic scheduling problems.
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