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It is shown that projects can be described by AND/OR graphs and that the cost of the minimal solution subgraph can be defined so as to equal the shortest time for completing a project or the minimal costs of the project represented by the AND/OR graph.
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1. Introduction

AND/OR graphs were introduced to model the reduction of problems to their subproblems. Thus, solving a problem by reduction is in the context of AND/OR graphs equivalent to finding a solution subgraph in the corresponding AND/OR graph [5,7]. Moreover, AND/OR graphs provide a natural environment for automated deduction and theorem proving [3]. In all cases the central concept is that of a solution subgraph or — according to the paradigm small is quick [6] — a minimal solution subgraph. As we shall show, AND/OR graphs can be useful in planning, scheduling and control of projects as well — the cost of a solution subgraph can be defined so as to correspond to the duration of a project or to the costs of the project.

2. AND/OR graphs

For any graph $G$ the set of its tip nodes (the nodes without child nodes) will be denoted by $N_G$. It will be assumed that a distinguished subset $S$ of $N_G$ is given; the nodes in $S$ will be called solved. For any node $x$, $\Gamma(x)$ will denote the set of child nodes of $x$ and for any arc $(x, y)$ its cost will be denoted by $c(x, y)$. It will be assumed that $c(x, y) \in \mathbb{R}^*$, where $\mathbb{R}^* = \mathbb{R} \cup \{\infty\}$, with the usual extensions of summation and ordering: $x + \infty = \infty + x = \infty$, $\forall x \in \mathbb{R}^*$, and $\forall x \in \mathbb{R}$.

An AND/OR graph is a directed graph $G$ for which a partition of the set of its nodes $G = O \cup A \cup N_G$ is given; the nodes in $O$ and $A$ are called OR-nodes and AND-nodes, respectively. The distinction between these nodes results from the way they are established — an OR-node is established when any of its child nodes is established, an AND-node is established when all of its child nodes are established, while a tip-node is established if and only if it is solved.

In problem reduction, the situation $B$ can be solved by solving $B_1$ or by solving both $B_2$ and $B_3$ and can be represented by the AND/OR graph in Figure 1; a node is established when the problem corresponding to that node is solved. Nodes
in $N_G$ represent problems which either cannot be reduced to subproblems or can be solved without reduction (hence the term solved nodes). Node C is an AND-node; it is established when both $B_2$ and $B_3$ are. Node B — an OR-node — can be established by establishing any of $B_1$, $C$.

Similarly, the following formula can be represented by the AND/OR graph in figure 1:

$$B_1 \lor (B_2 \land B_3) \implies B$$

Here a node is established when the corresponding formula is true.

3. AND/OR graphs in project management

A project is traditionally described as a set of activities, equipped with the precedence relation

$$A_1 PA_2 \iff A_1 \text{ must finish before } A_2 \text{ can start}$$

(1)

It is tacitly understood that every activity starts as soon as possible, which implies that $A_2$ starts as soon as every $A$, such that $APA_2$, is finished.

Especially in the planning phase, more flexibility can be gained by introducing yet another binary relation

$$A_1 EA_2 \iff \text{the finish of } A_1 \text{ enables the start of } A_2$$

(2)

thus allowing alternative ways of accomplishing a goal. For instance, if the conditions for the start of activity $A_2$ can be attained by performing any of $A_1$, $A_3$ then we have $A_1 EA_2$ and $A_3 EA_2$.

It will be tacitly understood that introducing alternatives one is thorough, i.e., when $A_2$ starts, at least one of $A$, for which $AEA_2$, is finished. Hence the following will apply:

$$\forall (A EA_2 \implies BPA) \implies BPA_2$$

(3)

Suppose now that for some $A_2$ we have $A_1 PA_2$ and $A'_1 EA_2$. Then, when $A'_1$ finishes, $A_2$ starts so that $A_1$ must have finished by then. Thus the finish of $A_1$ always precedes the finish of $A'_1$. It follows that either $A_1 PA'_1$ or $A'_1$ splits, $A'_1 = \{B_1, B_2\}$, such that $A_1 PB_2$ and $B_2 EA_2$ ($B_2$ is simply a part of $A'_1$ after the finish of $A_1$).

In the latter case both $P$ and $E$ in a natural way extend to $B_1$ and $B_2$:

$$CPB_1 \iff CPA'_1, CEB_1 \iff CEA'_1,$$

$$B_2 PC \iff A'_1 PC, B_2 EC \iff A'_1 EC,$$

$$B_1 EB_2.$$  

Since, by (3), $A_1 PA_2$ is implied by $A_1 PB_2$ and $B_2 EA_2$ (or $A_1 PA'_1$ and $A'_1 EA_2$) corresponding to all $A'_1$ for which $A'_1 EA_2$, it follows that $A_1 PA_2$ can be omitted. Clearly, by repeating this step (if necessary) a new relation $P' \subset P$ can be obtained for which

$$R_{P'} \cap R_E = \emptyset,$$

i.e., no activity is in the ranges of both $P'$ and $E$, but which, by (3), nevertheless implies complete original information about precedence.

Clearly, such a project can be represented by an AND/OR graph — activities in the ranges of $P'$ and $E$ are represented by AND-nodes and OR-nodes, respectively; a node is established when the corresponding activity is finished. Actually, AND-nodes can be viewed as representing virtual activities (with zero duration time), corresponding to the completion of all of the activities, corresponding to their child nodes. For instance, the situation

$$B$$

is triggered by the finish of $B_1$ or by the finish of both $B_2$ and $B_3$ (4)

can be represented by the AND/OR graph in Figure 1.

A weighted AND/OR graph is then obtained by setting

$$c(x, y) = d(y)$$

where $d(y)$ denotes the duration of the activity represented by $y$.

(This is the so called activities-on-nodes approach; obviously, the activities-on-arcs approach is also possible — the corresponding AND/OR graph for the situation (4) is in Figure 2.)

We shall assume (clearly without loss of generality) that in our AND/OR graphs there are two distinguished nodes, $s$ and $c$ — representing the start and the completion of the project — and that through every node $t$ there is a path from $c$ to $s$. Furthermore, we shall assume that $S = \{s\}$. 

is given recursively by
\[ w_B(u) = \begin{cases} 
  h(u), & u \in \mathcal{N}_G \\
  w_B(v) + c(u, v), & u \in O \\
  \max_{v \in \mathcal{I}(u)} \{w_B(v) + c(u, v)\}, & u \in A 
\end{cases} \]

where
\[ h(u) = \begin{cases} 
  0, & u \in S \\
  \infty, & u \in \mathcal{N}_G \setminus S 
\end{cases} \]

By induction one easily verifies that \( w_B(x) \) is equal to the cost of the most expensive path in \( B \) from \( x \) to a tip-node of \( B \) (where the cost of a path is equal to the sum of the costs of its arcs).

Clearly, in any cycle free AND/OR graph the cost of the minimal solution subgraph is given by the function \( w : \mathcal{G} \to \mathbb{R}^+ \), satisfying
\[
\begin{align*}
  w_B(u) &= \begin{cases} 
  h(u), & u \in \mathcal{N}_G \\
  \min_{v \in \mathcal{I}(u)} \{w(v) + c(u, v)\}, & u \in O \\
  \max_{v \in \mathcal{I}(u)} \{w(v) + c(u, v)\}, & u \in A.
\end{cases}
\end{align*}
\]

This function can be computed recursively and can be applied to direct the search for the minimal solution subgraph \([2, 5, 6, 7]\). Of course, if there are cycles, \( w \) can no longer be computed by (pure) recursion, but algorithms for its computation are known \([1]\). With \( w \) it is then easy to find the minimal solution subgraph \( M \) for any \( x \in \mathcal{M} \) — unless \( x \in \mathcal{N}_G \) — it contains
- all child nodes of \( x \) if \( x \) is an AND-node,
- the node \( z \in \mathcal{I}(x) \) for which
\[
  w(z) + c(x, z) = \min_{y \in \mathcal{I}(x)} \{w(y) + c(x, y)\}
\]

if \( x \) is an OR-node.

When a project is represented by an AND/OR graph, then clearly two activities, lying on the same path, cannot be performed simultaneously, moreover, the one lying further down the path must be executed before the other. Thus the time, necessary to complete all activities on some path, cannot be shorter than the cost of that path. It follows that the time for the completion of a project in some feasible way is equal to the cost of the most expensive path in the corresponding solution subgraph of \( c \), i.e. to the cost of that solution subgraph. Therefore the following applies:
The shortest time for the completion of a project is equal to the cost of the minimal solution subgraph of $c$.

As already told, algorithms for finding the cost of the minimal solution subgraph and the minimal solution subgraph itself are available. Knowing minimal solution subgraph $M$ it is then easy to determine the slack of all activities that constitute it — for any $t \in M$ a delay $\delta$ in the execution of the activity corresponding to $t$ affects the activities lying on any path from $c$ to $t$; if $T \subset M$ is such a path and $c_T$ its cost, then, if there is to be no delay for $c$, we must have

$$w(t) + \delta + c_T \leq w(c)$$

and therefore

$$w(t) + \delta + \max_{T \in \mathcal{P}} c_T \leq w(c),$$

where $\mathcal{P}$ is the set of all paths in $M$ from $c$ to $t$. Thus the slack equals

$$s(t) = w(c) - \max_{T \in \mathcal{P}} c_T - w(t).$$

Since there is no difference between an AND-node and an OR-node with only one child node (both are established exactly when their child node is), all nodes in $M$ can be considered AND-nodes. Then clearly

$$w_{M^*}^*(t) = \max_{T \in \mathcal{P}} c_T,$$

where $M^*$ is the converse graph of $M$, i.e.,

$$(x, y) \in M \iff (y, x) \in M^*,$$

with $S = \{c\}$, so that we finally have

$$s(t) = w(c) - w_{M^*}^*(t) - w(t), \quad \forall t \in M.$$

Sometimes, the costs of the project are more important than the time dimension; if there are more feasible ways of completing the project, one naturally tries to minimize the costs. In this case too, AND/OR graphs provide appropriate environment — if the cost of a solution subgraph is defined as the sum of the costs of its arcs, then, as one easily verifies, the cost of a solution subgraph is equal to the costs of the project, if realized in the way corresponding to that solution subgraph.

If the solution subgraph is a tree, then clearly its cost equals $w_B(x)$, where

$$w_B(u) = \begin{cases} h(u), & u \in \mathcal{N}_G \small{\sum_{v \in \Gamma(u)} (w_B(v) + c(u, v)),} & u \in A. \
\end{cases}$$

Consequently, if the AND/OR graph is a tree, the cost of the minimal solution subgraph is given by

$$w_B(u) = \begin{cases} h(u), & u \in \mathcal{N}_G \small{\min_{v \in \Gamma(u)} \{w_B(v) + c(u, v)\},} & u \in O \
\end{cases}$$

$$\small{\sum_{v \in \Gamma(u)} (w_B(v) + c(u, v)),} & u \in A. \tag{6}$$

Algorithms for the computation of the function, satisfying (5), can be easily modified so as to compute the function satisfying (6) in any AND/OR graph. However, if the AND/OR graph is not a tree, $w(x)$ may be different from the cost of the minimal solution subgraph of $x$ — cf. Fig. 3.

Of course, since the function, giving the cost of the minimal solution subgraphs, cannot be described recursively, its computation is substantially more demanding than that of the function satisfying (6).

![Fig. 3.](image-url)
5. Conclusion

We have shown that instead of understanding a project as a fixed set of activities which must all be finished to complete the project, one can admit alternatives to some activities, which extends the applicability of the model from the realization phase to the planning phase of the project. As we have seen, AND/OR graphs provide a natural environment for modelling such projects — solution subgraphs correspond to feasible ways of completing the project; the cost of a solution subgraph can be defined so as to be equal to the duration or to the costs of the corresponding realization of the project. Algorithms for the former are available while effective algorithms for the latter are still to be developed.
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