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In this paper the authors propose a method which will allow the generation of random discrete variables with a given probability distribution and autocorrelation sequence. The method is applicable in cases where, once experimental measurements have established the statistical characteristics of a stationary random process, an algorithm is to be implemented to generate random discrete variables with the same statistical properties in terms of amplitude distribution and correlation among the values. The method proposed allows a correlated random process to be generated by combining two ergodic independent statistical uncorrelated random processes. A case study is given to apply the method proposed to modelling of variable bit rate video sources by simulation.
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1. Introduction

The construction of general random processes is a problem to be dealt with in several fields such as detection, classification and control systems [Johnson, 1994] [Middleton, 1966] [Van Trees, 1968] and traffic source modelling [Frost and Melamed, 1994] [Habib and Saadawi, 1992]. While it is not difficult to generate uncorrelated discrete random variables with a given distribution function, if this is a continuous, reversible function [Van Trees, 1968][Frost and Melamed, 1994], or particular correlated random processes [Johnson, 1994], it is sometimes quite hard to generate variables correlated according to a given law. In this paper the authors propose a method which allows the generation of discrete random variables, fixing their probability distribution and autocorrelation sequence independently. The method can be applied in cases where, once the statistical characteristics (in terms of probability distribution and autocorrelation sequence) of a discrete random process are known from experimental measurements, one wants to implement a simple algorithm allowing the generation of discrete random variables with the same statistical properties. A case in point is the simulation modelling of a variable bit rate (VBR) traffic source.

Section 2 below gives a description of the method proposed by the authors, demonstrating statistical properties of the random process obtained by suitably combining two uncorrelated, statistically independent random processes. Section 3 makes some brief remarks on the results obtained in simulations performed to validate the proposed method. In Section 4 the authors describe how to apply the proposed method to model a VBR traffic source by simulation. Section 5 gives the authors’ conclusions and some final remarks.

2. Generation of correlated random processes

This section shows how to construct sets of random numbers with particular amplitude distributions and correlation among values.

The authors' basic idea is to generate a set of correlated discrete random variables starting from two sets of statistically independent discrete random variables [Andronico et al., 1994]. By fixing the probability function of each of
these two sets, one obtains a set of discrete random variables with a given probability function and autocorrelation sequence. The problem of generating a correlated random process thus boils down to the simpler one of generating two ergodic independent statistical uncorrelated random processes.

In the following the generation of a correlated random process is illustrated and its statistical properties in relation to the two component processes are outlined.

Let us consider two discrete random processes, that is, two ordered sets of quantized time-discrete random variables \( \{a_n\} \) and \( \{h_n\} \). The values assumed by the variables \( a_n \) belong to a finite, numerable set \( \{A\} = \{A_1, A_2, \ldots, A_M\} \), which is called the set of amplitude values. Likewise, the values assumed by the variables \( h_n \) belong to a finite, numerable set \( \{H\} = \{H_1, H_2, \ldots, H_N\} \), called the set of holding times.

The two random processes \( \{a_n\} \) and \( \{h_n\} \) are both wide-sense stationary, ergodic and statistically independent. It is also assumed that both the variables \( a_n \) and \( h_n \) are identically distributed, and that the variables \( a_n \) are uncorrelated. Henceforward we will use the terms process \( \{A\} \) and process \( \{H\} \) to indicate the random process of quantized variables \( \{a_n\} \) and \( \{h_n\} \) respectively.

The two sets \( \{A\} \) and \( \{H\} \) are characterized by the corresponding probability functions of the discrete random variables, respectively indicated as \( p_{a_n}(x) \) and \( p_{h_n}(x) \), where \( p_{a_n}(x) \) is the probability that \( a_n \) is equal to "x" and \( p_{h_n}(x) \) is the probability that \( h_n \) is equal to "x". Starting from these two sets, which are also called "the component processes", the "compound" process \( \{C\} \) is built, considering repetition of the generic variables \( a_n \) a number of times equal to the variable \( h_n \). In other words, each element \( a_n \) which assumes a value belonging to the set \( \{A\} \), representing the amplitude of the compound process, is associated with a duration given by the value assumed by the variable \( h_n \) belonging to the set \( \{H\} \) (see Fig. 1). That is, the compound process is formed by the ordered sequence:

\[
\{c_n\} = \{a_1, \ldots, a_1, a_2, \ldots, a_2, \ldots, a_N, \ldots, a_N, \ldots\}
\]

The values assumed by the random variable \( c_n \) are the same as those assumed by the random variable \( a_n \), so \( \{C\} = \{A_1, A_2, \ldots, A_M\} \). As for the processes \( \{A\} \) and \( \{H\} \), henceforward the term process \( \{C\} \) will be used to indicate the random process of quantized time-discrete random variables \( \{c_n\} \).

The statistical parameters of process \( \{C\} \) are obtained from those of processes \( \{A\} \) and \( \{H\} \). The following properties in fact hold:
Property 1

The probability function of process \(\{C\}\) is equal to that of process \(\{A\}\), i.e.

\[
P_{cn}(x) = p_{an}(x)
\]

(2.1)

where \(p_{cn}(x)\) is the probability that \(c_n\) is equal to \(x\).

Proof. Consider \(k\) extractions from process \(\{A\}\) and process \(\{H\}\) and the corresponding compound process \(\{C\}\). We also define the probabilities calculated on the finite-length sequences obtained from the above extractions as experimental probabilities, indicating

\[
p^{(e)}_{an}(x) = \text{probability that } a_n = x,
\]

\[
p^{(e)}_{hn}(x) = \text{probability that } h_n = x,
\]

\[
p^{(e)}_{cn}(x) = \text{probability that } c_n = x.
\]

As the set of values process \(\{C\}\) can assume coincides with the set of values process \(\{A\}\) can assume, for the experimental probabilities of process \(\{C\}\) we have [Oppenheim and Schafer, 1974]:

\[
p^{(e)}_{cn}(A_x) = \frac{h_{Ax}}{k} \sum_{i=1}^{M} h_{A_i} = \frac{h_{Ax}}{k} \sum_{i=1}^{M} h_{A_i}
\]

where \(h_{Ax}\) is the number of samples of process \(\{C\}\) with an amplitude of \(A_x\) during an observation of the process corresponding to \(k\) events of processes \(\{A\}\) and \(\{H\}\).

Assuming that process \(\{C\}\) is wide-sense stationary and ergodic, like the two component processes \(\{A\}\) and \(\{H\}\), we have:

\[
P_{cn}(A_x) = \lim_{k \to \infty} p^{(e)}_{cn}(A_x) = \lim_{k \to \infty} \frac{h_{Ax}}{k} \sum_{i=1}^{M} h_{A_i}
\]

\[
= \lim_{k \to \infty} \frac{\left( \sum_{j=1}^{N} H_j \cdot p^{(e)}_{hn}(H_j) \right) \cdot h_{Ax}}{\sum_{i=1}^{M} \left( \sum_{j=1}^{N} H_j \cdot p^{(e)}_{hn}(H_j) \right) \cdot h_{A_i}}
\]

(2.1) is thus demonstrated. Hence, the mean, mean quadratic value and variance are equal, i.e.:

\[
m_c = \sum_{c} c \cdot p_{cn}(c) = \sum_{A} a \cdot p_{an}(a) = m_a
\]

(2.2)

\[
E[c^2_n] = \sum_{C} c^2 \cdot p_{cn}(c) = \sum_{A} a^2 \cdot p_{an}(a) = E[a^2]
\]

(2.3)

\[
\sigma_c^2 = \sigma_a^2
\]

(2.4)

Property 2

The autocorrelation sequence of the compound process \(\{C\}\) is linked to the variance of process \(\{A\}\) and the probability distribution of process \(\{H\}\) by the following relation:

\[
\Phi_{cc}(m) = \left\{ \begin{array}{ll}
\Phi_{aa}(0) \cdot \sigma_a^2 + m_n^2, & m=0 \\
\Phi_{cc}(0) \cdot \sigma_a^2 \cdot \sum_{i=0}^{m-1} [1 - P_{hn}(t)], & m>0
\end{array} \right.
\]

(2.5)

where \(m_n\) is the mean of process \(\{H\}\) and

\[
P_{hn}(i) = \text{probability } h_n \leq i = \sum_{j=1}^{i} p_{hn}(j).
\]

Proof. The autocorrelation sequence for process \(\{C\}\) is by definition given by [Oppenheim and Schafer, 1974]:

\[
\Phi_{cc}(n, n + m) = \sum_{i} \sum_{j} x_i \cdot x_j \cdot p_{cn_cn+m}(x_i, x_j)
\]

(2.6)

The stationarity of the moments of the first order of process \(\{C\}\), used to obtain relations (2.1)–(2.4), derives from the stationarity of process
\[ \{A\} \text{. Admitting that when } n > h_{\text{min}} \text{ (the first } h_{\text{min}} \text{ samples of the process } \{C\} \text{ are certainly equal to } c_1 \text{) is} \]
\[ p_{c_{n-k},c_{m+k}}(x_i,x_j) = p_{c_n,c_m}(x_i,x_j) \]  
\hspace{1cm} (2.7)
\[ \text{we have:} \]
\[ \Phi_{cc}(n,n+m) = \Phi_{cc}(m) \]  
\hspace{1cm} (2.8)
Consider the autocorrelation sequence \( \Phi_{cc}(m) \).
Obviously
\[ \Phi_{cc}(0) = E[c_n^2] = E[a_n^2] \]
\[ = \sigma_{a}^2 + m_a^2 = \lim_{k \to \infty} \Phi_{cc}^{(e)}(0) \]
\[ = \lim_{k \to \infty} \frac{\sum_{i=1}^{k} h_i \cdot a_i^2}{\sum_{i=1}^{k} h_i} \]  
\hspace{1cm} (2.9)
where \( \Phi_{cc}^{(e)}(.) \) indicates the experimental autocorrelation sequence of process \( \{C\} \), i.e. the autocorrelation sequence values obtained by observing a finite number of process \( \{C\} \) events. The first part of (2.5) is thus demonstrated. Likewise, as regards \( \Phi_{cc}(1) \), we have:
\[ \Phi_{cc}(1) = \lim_{k \to \infty} \Phi_{cc}^{(e)}(1) \]
\[ = \lim_{k \to \infty} \frac{\sum_{i=1}^{k} (h_i - 1) \cdot a_i^2 + \sum_{i=1}^{k-1} a_i \cdot a_{i+1}}{\sum_{i=1}^{k} h_i} \]
\[ = \lim_{k \to \infty} \frac{\sum_{i=1}^{k} h_i \cdot a_i^2}{\sum_{i=1}^{k} h_i} \]
\[ - \lim_{k \to \infty} \frac{\sum_{i=1}^{k-1} a_i \cdot a_{i+1}}{\sum_{i=1}^{k} h_i} \]
\[ + \lim_{k \to \infty} \frac{\sum_{i=1}^{k-1} a_i \cdot a_{i+1}}{\sum_{i=1}^{k} h_i} \]  
\hspace{1cm} (2.10)
(2.10) can be written as:
\[ \Phi_{cc}(1) = \lim_{k \to \infty} \frac{\sum_{i=1}^{k} h_i \cdot a_i^2}{\sum_{i=1}^{k} h_i} - \lim_{k \to \infty} \frac{\sum_{i=1}^{k} a_i^2}{\sum_{i=1}^{k} h_i} \cdot \frac{k}{\sum_{i=1}^{k} h_i} \]
\[ + \lim_{k \to \infty} \frac{\sum_{i=1}^{k} a_i \cdot a_{i+1}}{\sum_{i=1}^{k} h_i} \]  
\hspace{1cm} (2.11)
and, as \( \lim_{k \to \infty} \frac{\sum_{i=1}^{k} h_i}{k} = m_h \), we have:
\[ \Phi_{cc}(1) = \Phi_{cc}(0) - \Phi_{aa}(0) + \Phi_{aa}(1) \]
\[ - \frac{\Phi_{aa}(0) - \Phi_{aa}(1)}{m_h} \]  
\hspace{1cm} (2.12)
As process \( \{A\} \) is by assumption uncorrelated, we have \( \Phi_{aa}(0) - \Phi_{aa}(1) = \sigma_a^2 \) and so
\[ \Phi_{cc}(1) = \Phi_{cc}(0) - \frac{\sigma_a^2}{m_h} \]  
\hspace{1cm} (2.13)
As a particular case of relation (2.13), it can be observed that if \( h_i = 1 \), \( \forall i \) integer and greater than zero, which means that processes \( \{C\} \) and \( \{A\} \) coincide, \( \Phi_{cc}(1) = \Phi_{aa}(1) = \Phi_{aa}(0) - \sigma_a^2 = m_a^2 \), as it should be since process \( \{A\} \) is uncorrelated.
Just as (2.13) was obtained, the expression of \( \Phi_{cc}(2) \) can be obtained in the case in which \( h_i \geq 2 \), \( \forall i \) integer and greater than zero. We have, in fact:
\[ \Phi_{cc}(2) = \lim_{k \to \infty} \Phi_{cc}^{(e)}(2) \]
\[ = \lim_{k \to \infty} \frac{\sum_{i=1}^{k} (h_i - 2) \cdot a_i^2 + 2 \cdot \sum_{i=1}^{k-1} a_i \cdot a_{i+1}}{\sum_{i=1}^{k} h_i} \]  
\hspace{1cm} (2.14)
\[
\Phi_{cc}(m) = \Phi_{cc}(0) - m \cdot \frac{\sigma_a^2}{m_h}, \quad m \leq h_{\min}
\]

(2.14)

where \(h_{\min}\) indicates the minimum value assumed by the stochastic variable \(h_n\) (this value exists according to the definition of process \(\{H\}\)).

Let us now consider the case in which at least one value of \(i\) is such that \(h_i \leq m - 1\). If \(h_{\max}\) indicates the maximum value assumed by the stochastic variable \(h_n\) (a value which exists according to the definition of process \(\{H\}\)), if \(m > h_{\max}\) considering how process \(\{C\}\) is constructed, and process \(\{A\}\) being made up of uncorrelated variables, the variables which are considered in calculation of the autocorrelation sequence are uncorrelated; so:

\[
p_{c_{n},c_{n+m}}(x_i, x_j) = p_{c_n}(x_i) \cdot p_{c_{n+m}}(x_j) \quad (2.15)
\]

and thus from (2.6)

\[
\Phi_{cc}(m) = m_c^2 - m_a^2 \quad (2.16)
\]

As (2.16) is verified for \(\forall m > h_{\max}\), then

\[
\Phi_{cc}(m + 1) = \Phi_{cc}(m), \quad m \geq h_{\max} \quad (2.17)
\]

On the basis of the considerations made above it can be stated that if \(h_{\min} < m < h_{\max}\) (the intermediate case between those pointed out in (2.14) and (2.17)), we have:

\[
\Phi_{cc}(m) = \Phi_{cc}(m - 1) - \frac{\sigma_a^2}{m_h} \cdot p(h_n > m - 1)
\]

\(h_{\min} \leq m \leq h_{\max}\) \quad (2.18)

Corresponding to \(h_i : h_i \leq m - 1\), in fact, on account of (2.17) the contribution made to the difference \(\Phi_{cc}(m) - \Phi_{cc}(m - 1)\) is null; on the other hand, corresponding to \(h_i : h_i > m - 1\) on account of (2.13) the contribution made to the difference \(\Phi_{cc}(m - 1) - \Phi_{cc}(m)\) is equal to \(\sigma_a^2/m_h\).

In conclusion, from (2.18) we can obtain the expression of the autocorrelation sequence of processes \(\{C\}\), which is:

\[
\Phi_{cc}(m) = \Phi_{cc}(0) - \frac{\sigma_a^2}{m_h} \sum_{i=0}^{m-1} p(h_n > i) \quad m \geq 1
\]

(2.19)

As \(p(h_i > i) = 1 - P_h(i)\) it is possible to express (2.19) in the equivalent form:

\[
\Phi_{cc}(m) = \Phi_{cc}(0) - \frac{\sigma_a^2}{m_h} \sum_{i=0}^{m-1} [1 - P_h(i)] \quad m \geq 1
\]

(2.19')

Let us finally verify the congruence of (2.19) with the properties which, by definition, must characterize the autocorrelation sequence \(\Phi_{cc}(m)\):

a) certainly \(|\Phi_{cc}(m)| \leq \Phi_{cc}(0) \forall m \) integer and greater than zero. The second term of the second member of (2.19') is, in fact, certainly a non-negative quantity.

b) when \(m = 0\) we have \(\Phi_{cc}(0) = E[c_n^2] = E[a_n^2];

\[
c) \lim_{m \to \infty} \Phi_{cc}(m) = (E[c_n])^2 = m_c^2 = m_a^2.
\]

Let us demonstrate that relation c) is also verified. Considering that \(\Phi_{cc}(0) = E[c_n^2] =
\[ E[a_n^2] = \sigma_a^2 + m_a^2, \text{ verifying relation c) is equivalent to verifying that } \lim_{m \to \infty} \sum_{i=0}^{m-1} p(h_n > i) = \sigma_a^2, \text{ that is } \sum_{i=0}^{\infty} p(h_n > i) = m_h. \]

Let us note that, as \( h_n \) can only assume integer values greater than zero, we have:

\[
\begin{align*}
\sum_{i=0}^{\infty} p(h_n > i) &= \sum_{i=0}^{\infty} p(h_n \geq i) \\
&= \sum_{i=1}^{\infty} \sum_{j=1}^{i} p(h_n = j) = \sum_{j=1}^{\infty} \sum_{i=1}^{j} p(h_n = j) \\
&= \sum_{j=1}^{\infty} j \cdot p(h_n = j) = m_h
\end{align*}
\]

Thus, as relation c) is also verified, (2.5) is demonstrated.

The method presented for the generation of discrete random variables has comparatively general characteristics, but at the same time it has two inherent limits. From (2.5), in fact, we obtain the following two relations:

i) \( \Phi_{cc}(m) - \Phi_{cc}(m-1) = -\frac{\sigma_a^2}{m_h} [1 - P_{h_n}(m-1)] \leq 0, m \geq 1 \)

ii) \( |\Phi_{cc}(m) - \Phi_{cc}(m-1)| - |\Phi_{cc}(m-1) - \Phi_{cc}(m-2)| = -\frac{\sigma_a^2}{m_h} [P_{h_n}(m-2) - P_{h_n}(m-1)] \geq 0, m \geq 2. \)

The autocorrelation sequence \( \Phi_{cc}(m) \) is always not-increasing, that is, it is not possible to represent random processes with fluctuations in the autocorrelation sequence, for instance the non-stationary process of a video sequence. The assumption of the stationary nature of processes \( \{A\} \) and \( \{H\} \) and the compound process \( \{C\} \) underlies the whole proposal being made. Moreover, the second derivative of the autocorrelation sequence is always non-negative, that is, the autocorrelation sequence graph is represented by a broken line which always has a downward convexity.

3. Tests on the proposed method

On the basis of the method described in the previous section, we have written a simulation model which allows us to compare the analytical results with those obtained by means of simulation.

In writing this simulation model the problem was how to generate the variables relating to the two processes \( \{A\} \) and \( \{H\} \), and, in particular, what probability functions to consider in order to compare the theoretical results expressed by equations (2.1)–(2.5) in the previous section to those obtained through simulation. The approach followed was to consider probability functions as samples from a probability density function, multiplying these samples by a scale factor in such a way that the sum of the probabilities is equal to 1. The use of sampled values involves an approximation of the probability functions of the component process, to which a further approximation is added, because the tails of the probability density functions are truncated. This approximation is necessary because the computer operates with finite blocks of data so as to limit the set of values of the variables of the two component sets.

In the simulation study we generated samples from the following probability density functions: Uniform, Gaussian and Exponential. We varied the sampling interval and truncation of the probability density functions. The simulation results were obtained in steady-state conditions with a 95% confidence interval of the true value. All the results obtained from simulations and the corresponding comparisons with the theoretical values obtained from (2.1)–(2.5) confirmed the properties demonstrated in the previous section.

4. An example of application of the proposed method

The problem of modelling a VBR traffic source by simulation consists of generating correlated discrete random variables which represent the number of packets offered to the network, or the burst interarrival times, or again the burst duration times, according to the statistical characteristics of the source to be modelled [Catania
et al., 1994]. In this section we will illustrate how the proposed method can be applied to model a source.

Let us suppose that we have experimental measurements of the statistics of a source, more specifically the histogram of the experimental probabilities \( p_{cn}^{(e)}(x) \), for all the values "x" the output of the source can assume, and the experimental autocorrelation sequence \( \Phi_{cc}^{(e)}(m) \) for \( m = 0, \ldots, m_{\text{MAX}} \). Let us see how to determine the statistics of the processes \( \{A\} \) and \( \{H\} \) in such a way that for the compound process \( p_{cn}(x) = p_{cn}^{(e)}(x) \) and \( \Phi_{cc}(m) = \Phi_{cc}^{(e)}(m) \).

From Property 1 in Section 2 the probability function of process \( \{A\} \) has to be equal to the experimental one for the source. That is:

\[
p_{an}(x) = p_{cn}^{(e)}(x)
\]

If \( p_{cn}^{(e)}(x) \) can be approximated to a sequence of samples of a probability density function whose corresponding probability distribution function is a continuous reversible function, it is possible to generate random uncorrelated numbers which represent the values assumed by the variable \( a_n \) through the generation of uniformly distributed numbers [Therrien, 1992]. If that is not possible, it is necessary to use an ad hoc algorithm for the generation of these variables [Johnson, 1994][Therrien, 1992].

Now let us determine the statistics of process \( \{H\} \). From (2.5) when \( m = 1 \) and \( h_{\text{min}} \geq 1 \), we obtain:

\[
m_h = \frac{\sigma^2_a}{\Phi_{cc}^{(e)}(0) - \Phi_{cc}^{(e)}(1)}
\]

Substituting in (2.5) we have:

\[
\Phi_{cc}(m) = \Phi_{cc}^{(e)}(0) - [\Phi_{cc}^{(e)}(0) - \Phi_{cc}^{(e)}(1)] \cdot \sum_{i=0}^{m-1} [1 - P_{hn}(i)]
\]

\[
1 \leq m \leq m_{\text{MAX}} \tag{4.1}
\]

As the variables are discrete we have:

\[
p_{hn}(i) = P_{hn}(i) - P_{hn}(i - 1) = \frac{\Phi_{cc}^{(e)}(i + 1) - 2 \cdot \Phi_{cc}^{(e)}(i) + \Phi_{cc}^{(e)}(i - 1)}{\Phi_{cc}^{(e)}(0) - \Phi_{cc}^{(e)}(1)}
\]

\[
1 \leq i \leq m_{\text{MAX}} - 1 \tag{4.2}
\]

By imposing

\[
\Phi_{cc}^{(e)}(i) = \Phi_{cc}^{(e)}(i)
\]

we obtain the probabilities of process \( \{H\} \)

\[
p_{hn}(i) = \frac{\Phi_{cc}^{(e)}(i + 1) - 2 \cdot \Phi_{cc}^{(e)}(i) + \Phi_{cc}^{(e)}(i - 1)}{\Phi_{cc}^{(e)}(0) - \Phi_{cc}^{(e)}(1)}
\]

\[
1 \leq i \leq m_{\text{MAX}} - 1 \tag{4.3}
\]

It can be verified that the condition of congruence of the probabilities

\[
\sum_{i=m_{\text{min}}}^{m_{\text{max}}} p_{hn}(i) = 1
\]

where \( m_{\text{min}} \geq 1 \) and \( m_{\text{max}} \leq m_{\text{MAX}} - 1 \) is demonstrated similarly to the relation (c) in Section 2.

As \( p_{hn}(i) \geq 0 \) has to be true, from (4.3) we obtain

\[
\Phi_{cc}^{(e)}(i + 1) - 2 \cdot \Phi_{cc}^{(e)}(i) + \Phi_{cc}^{(e)}(i - 1) \geq 0
\]

\[
\Phi_{cc}^{(e)}(0) - \Phi_{cc}^{(e)}(1)
\]

\[
\Rightarrow \Phi_{cc}^{(e)}(i + 1) - 2 \cdot \Phi_{cc}^{(e)}(i) + \Phi_{cc}^{(e)}(i - 1) \geq 0
\]

\[
\forall i \geq 1 \tag{4.4}
\]

This condition is satisfied if the autocorrelation sequence graph is represented by a broken line which always has a downward convexity, that is, if the second derivative of the autocorrelation sequence is non-negative.

It should be pointed out that generation of the variables \( h_n \), once the corresponding probability function is known, is easy to achieve as it is not necessary for them to be uncorrelated. As the set \( \{H\} \) is made up of a finite number of elements, a set can be built containing the possible values \( h_n \) can assume, each of them being repeated a number of times that is proportional to the corresponding probability \( p_{hn}(i) \); generation of the variables of the process \( \{H\} \) is achieved by taking values from this set at random.

In order to facilitate understanding of application of the proposed method, we consider the following example: the source to be modelled is a video source which generates 30 frames per second, with a conditional replenishment
interframe coding scheme. From experimental measurements [Maglaris et al., 1988 — La Corte et al., 1991 — Nomura et al., 1989 — Gruenfelder et al., 1991 — Karlsson and Vetterli, 1988], calling the bit rate of the source during the n-th frame c(n), it was observed that, approximately:

- the steady-state distribution of c(n) is Gaussian with mean \( m_c^{(e)} = 130000 \) bit/frame and standard deviation \( \sigma_c^{(e)} = 57500 \) bit/frame;
- the maximum and minimum values of c(n) are respectively \( c_{\text{max}} = 352500 \) bit/frame and \( c_{\text{min}} = 20000 \) bit/frame;
- the autocovariance of c(n) is exponential according to the law:

\[
C_{cc}^{(e)}(i) = \sigma_c^{(e)^2} \cdot e^{-0.13i} \quad i = 0, 1, 2, \ldots, 50
\]

Assuming that the flow of output data from the video coder is organized in packets of 44 octets [La Corte et al., 1991], we have:

- \( m_c^{(e)} = 370 \) packets/frame
- \( \sigma_c^{(e)} = 164 \) packets/frame
- \( c_{\text{max}} = 1002 \) packets/frame
- \( c_{\text{min}} = 57 \) packets/frame

The set \( A \) is thus made up of the set of integers between \( c_{\text{min}} \) and \( c_{\text{max}} \), whose probabilities are the sampled values of a Gaussian probability density function with a mean equal to 370 and a standard deviation equal to 164.

The probabilities of the variables of process \( H \) are obtained from (4.3) and are:

\[
 p_{h_n}(i) = \frac{C_{cc}^{(e)}(i + 1) - 2 \cdot C_{cc}^{(e)}(i) + C_{cc}^{(e)}(i - 1)}{C_{cc}^{(e)}(0) - C_{cc}^{(e)}(1)}
 = (e^{0.13} - 1) \cdot e^{-0.13i} = 0.1388 \cdot e^{-0.13i}
 \quad i = 1, 2, \ldots, 49
\]

\[ p_{h_n}(i) = 0 \quad i > 49 \]

Process \( H \) has the probability function which can be approximated with the samples of an exponential distribution function with a mean of \( 1/0.13=7.2 \), which assumes values in the interval of integers between 1 and 49.

Some simulations were performed during which the variables of processes \( A \) and \( H \) were generated in agreement with the statistical properties calculated above. Fig. 2 shows the trend of the probability function of the variables for the compound process \( C \), while Fig. 3 gives the normalized autocorrelation sequence of the compound process \( C \) and the experimental autocorrelation sequence of the source being
modelled. Here again, the results of the simulation show the effectiveness of the method proposed in modelling the source.

5. Conclusion

In this paper the authors have presented a method which allows the generation of discrete random variables with a given probability function and autocorrelation sequence. The method can be applied to all cases where the statistical characteristics of a random process are known, in terms of the probability histogram and autocorrelation sequences, and the latter is decreasing with downward convexity. The method can easily be used to simulate traffic sources which meet its validity conditions in statistical terms.

The authors are currently working on modifying the method so as to represent sources which are cyclostationary or pseudo-stationary and they are studying techniques for the generation of the variables of the two component processes when a finite number of points in the experimental autocorrelation sequence does not satisfy the conditions for the validity of the method.
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