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A new parallel algorithm (MIMD-PRAM class) having parallel time complexity of \( \log n \) for computing the determinant of a tridiagonal matrix is developed. The algorithm is based on coupling the determinants of two neighboring submatrix blocks. With each coupling, the block size is increased by a factor of two until the entire determinant of an \( n \times n \) matrix is found by the final coupling of two \( \frac{n}{2} \) sized blocks. It is shown that the determinant of an \( n \times n \) tridiagonal matrix can be computed in \( 3\log_2 n - 2 \) parallel steps with a maximum parallel requirement of \( 7\left(\frac{n}{2}\right) + 3 \) processors. The algorithm achieves linear speedup as the number of processors is increased.
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1. Introduction

Tridiagonal matrices appear in many practical problems such as interpolation by cubic splines, the solution of two-point boundary value problems by finite differences, and the solution of certain partial differential equations [1]. Another application where tridiagonal matrices are encountered is in computing the eigenvalues of a banded matrix. The eigenvalues are often determined by first reducing a banded matrix to tridiagonal form, and then computing the eigenvalues [2,3]. Recently, the use of tridiagonal matrices was demonstrated in the design of special digital-filter structures [5] which also involves computation of the determinant.

The most efficient way of computing the determinant of a matrix on a single processor computer is by using \( LU \) factorization, and then multiplying the diagonal elements of the upper triangular matrix \([4,6]\), i.e.,

\[
A = LU
\]

\[
\det(A) = \prod_{i=1}^{n} U_{ii}
\]

The value of a determinant can vary a great deal. For instance, multiplying \( A \) by a scalar \( \alpha \) yields \( \alpha^n \det(A) \). Therefore, the above method requires greater accuracy in the computation of the \( U_{ii} \). In order to compute the determinant of an \( n \times n \) tridiagonal matrix, this method requires \( 4(n-1) \) floating point operations (flops), where \( 3(n-1) \) flops are for the \( LU \) decomposition and \( (n-1) \) flops are for multiplication of the \( n \) diagonals.

On a parallel machine, the drawback in using \( LU \) decomposition for a tridiagonal matrix is that the decomposition is inherently sequential and so it still requires \( 3(n-1) \) steps. That is, the determinant of an \( n \times n \) tridiagonal matrix will be computed in \( 3(n-1) + 1 \) steps on a parallel machine, since the product of \( U_{ii} \) terms can be carried out concurrently with the computation of \( LU \) decomposition.

The amount of parallelism in the computation of the determinant of a tridiagonal matrix can be improved if an expansion is carried out in terms of the minors of the determinant. Unfortunately, this results in a very large number of terms, and hence requires enormous parallel computing resources in order to optimize the number of steps. In the expansion by minors, the exact number of terms that appear in the determinant of a tridiagonal \( n \times n \) matrix follows
a Fibonacci sequence and is given by
\[ T_n = \frac{1}{\sqrt{5}} \left( \left( \frac{1 + \sqrt{5}}{2} \right)^n - \left( \frac{1 - \sqrt{5}}{2} \right)^n \right) \]

where each term has \( n \) factors. Hence, the determinant can be computed in \( \log_2[nT_n] \) steps if \( \frac{n}{2} T_n \) processors are available. For example, if \( n = 100 \), then the determinant can be computed in 77 steps requiring \( \frac{5}{2} T_n \approx 6.4 \times 10^{22} \) processors. Obviously, this approach is impractical. A practical and highly efficient approach is developed in the next section.

2. Decomposing the Determinant of a Tridiagonal Matrix

A parallel algorithm for evaluation of the determinant of a matrix can be developed by using a divide and conquer method based on partitioning. Consider the block partitioning of a matrix into four submatrices:

\[
A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}
\]

(1)

The determinant of \( A \) is given by [7]

\[ \det(A) = \det(A_{11}) \times \det(B) \]

(2)

where

\[ B = A_{22} - A_{21} \times A_{11}^{-1} \times A_{12}. \]

(3)

The special case where either of the antidiagonal submatrices \( A_{12} \) or \( A_{21} \) is zero is next used to define decoupled submatrices:

Two submatrices \( P \) and \( Q \) of size \( p \times p \) and \( q \times q \), respectively, belonging to a matrix \( A \) of size \( n \times n \), where \( n = p + q \), are decoupled if \( A \) can be partitioned such that

\[ A_{11} = P, \quad A_{22} = Q \]

and either

\[ A_{12} = O \quad \text{or} \quad A_{21} = O \]

**Theorem 1.** The determinant of a matrix comprised of two decoupled matrices is given by the product of the determinant of the decoupled submatrices.

**Proof.** Since \( A_{12} = O \) or \( A_{21} = O \), \( B = A_{22} = Q \) in equation (3). Thus, from equation (2)

\[ \det(A) = \det(P) \times \det(Q) \]

(4)

\[ \square \]

A more interesting situation arises when considering the coupling of submatrices \( P \) and \( Q \) by a small overlapping submatrix \( C \). An example of coupled submatrices is shown in Fig. 1.

\[
A = \begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1k} \\
    a_{21} & a_{k+1} & \cdots & a_{k+1}
\end{bmatrix}
\]

Fig. 1. A matrix with coupled submatrices

A tridiagonal matrix can be considered a coupled system where the submatrices \( P \) and \( Q \) are themselves tridiagonal. The matrix shown in Fig. 2. is an example of a tridiagonal matrix decomposable into smaller coupled submatrices.

\[
P = \begin{bmatrix}
    a_{11} & a_{12} & 0 & 0 \\
    a_{21} & a_{22} & a_{23} & 0 \\
    0 & a_{32} & a_{33} & a_{34} \\
    0 & 0 & a_{43} & a_{44}
\end{bmatrix}
\]

Fig. 2. A \( 4 \times 4 \) tridiagonal matrix

The determinant of such a coupled system can be expressed in terms of the determinants of the decoupled blocks and a coupling product term. In this example

\[
\begin{align*}
\det(A) &= a_{11}(a_{22}(a_{33}a_{44} - a_{34}a_{43}) - a_{23}(a_{32}a_{44} - 0)) \\
&\quad - a_{12}(a_{21}(a_{33}a_{44} - a_{34}a_{43}) - a_{23}(0)) \\
&\quad = (a_{11}a_{22} - a_{12}a_{21})(a_{33}a_{44} - a_{34}a_{43}) \\
&\quad - (a_{11}a_{44}a_{23}a_{32}) \\
&\quad = \det(P) \det(Q) \\
&\quad - \text{Cofactor} P_{22} \text{ Cofactor} Q_{11}a_{23}a_{32}
\end{align*}
\]

(5)

(6)

(7)

Thus the determinant of matrix \( A \) is given by the product of the determinants of the decoupled blocks \( P \) and \( Q \) less a coupling product term.
The coupling product involves the anti-diagonal terms in the coupling block \( C \) and cofactors of the coupled elements of \( P \) and \( Q \). Theorem 2 states the general case for tridiagonal matrices (Fig. 3).

**Theorem 2.** Let \( A \) be an \( n \times n \) tridiagonal matrix, consisting of two decoupled blocks, \( P \), a \( k \times k \) tridiagonal matrix, and \( Q \), an \((n-k) \times (n-k)\) tridiagonal matrix, and a coupling block \( C \); \( n \geq 4; 2 \leq k \leq n-1 \). The determinant of \( A \) is then

\[
\det(A) = \det(P) \det(Q) \\
- \text{(Cofactor } P_{kk} \text{)(Cofactor } Q_{11} \text{)} \times \\
\quad \times (a_{k+1,k})(a_{k+1,k})
\]

where Cofactor \( A_{ij} = (-1)^{i+j} \det(M_{ij}(A)) \). \( M_{ij}(A) \) is the minor matrix of \( a_{ij} \), that is, the matrix formed by elimination of the \( i \)th row and \( j \)th column of \( A \).

**Proof.** Using a cofactor expansion for column \( k+1 \) in \( A \) (Fig. 3.), the determinant of \( A \) is

\[
\det(A) = a_{k+1,k+1}(\text{Cofactor } A_{k+1,k+1}) \\
+ a_{k+1,k+1}(\text{Cofactor } A_{k+1,k+1}) \\
+ a_{k+2,k+1}(\text{Cofactor } A_{k+2,k+1})
\]

Each of the cofactors is determined separately and then substituted into (9).

\[
\text{Cofactor } A_{k+1,k+1} = \begin{vmatrix} M_{k,k}(P) & 0 \end{vmatrix}, \quad \begin{vmatrix} a_{k-1,k} & 0 \\ a_{k+1,k} & a_{k+1,k+2} \end{vmatrix}, \quad \begin{vmatrix} a_{n-1,n} & 0 \\ a_{n+1,n} & a_{n+1,n} \end{vmatrix}
\]

\[= (-1)^{1} \begin{vmatrix} a_{k-1,k} & 0 \\ a_{k+1,k} & a_{k+1,k+2} \end{vmatrix} \begin{vmatrix} a_{k+1,k} & a_{k+1,k+2} \end{vmatrix} \begin{vmatrix} a_{n-1,n} & 0 \\ a_{n+1,n} & a_{n+1,n} \end{vmatrix}
\]

where \( | \cdot | = \det( \cdot ) \)

Applying Theorem 1 to relation (10) with \( A_{11} = M_{kk}(P) \) yields

\[
\text{Cofactor } A_{k+1,k+1} = (-1)^{1}(a_{k+1,k}) \times \\
\quad \quad \times (\text{Cofactor } P_{kk})(\text{Cofactor } Q_{11})
\]

Similar application of Theorem 1 yields

\[
\text{Cofactor } A_{k+1,k+1} = (\det(P))(\text{Cofactor } Q_{11})
\]

and

\[
\text{Cofactor } A_{k+2,k+1} = (\det(P))(\text{Cofactor } Q_{12})
\]

Using relations (11), (12) and (13) in (9) yields

\[
\det(A) = [(a_{k+1,k+1})(\text{Cofactor } Q_{11}) \\
\quad + (a_{k+2,k+1})(\text{Cofactor } Q_{12})] \det(P) \\
- (a_{k+1,k})(a_{kk+1})(\text{Cofactor } P_{kk})(\text{Cofactor } Q_{11})
\]

\[= \det(Q) \det(P) - \text{CouplingProduct}(P, Q)
\]
3. Parallel Algorithm for the Determinant of a Tridiagonal Matrix

Theorem 2 relates the determinant of a tridiagonal matrix to determinants of submatrices within it. This provides a natural mechanism for a divide and conquer approach to the calculation of a determinant by parallel evaluation of determinants of submatrices. Equivalently, the evaluation of a determinant can be viewed as a bottom-up process, constructing the determinant of a matrix from determinants of smaller submatrices that are computed in parallel.

The algorithm presented in this section describes how to boot-strap from the $\frac{n}{2}$ determinants of $2 \times 2$ matrices to the resultant determinant of an $n \times n$ matrix in $\log_2 n$ steps. For sake of simplicity in describing the algorithm, it is assumed that $n$ is a power of 2. A general program is provided in the appendix which can compute the determinant of a tridiagonal matrix for arbitrary size $n$.

In the algorithm that follows, $\det[i][j]$ denotes the determinant of the $j \times j$ submatrix whose upper leftmost element is $a_{ii}$ (i.e., the first bracketed index indicates the starting element and the second indicates the size of the submatrix). For example, the determinant of block $Q$ in matrix $A$ of Fig. 2 will be denoted as $\det[3][2]$. Similarly, $\text{CP}[i][j]$ denotes the coupling product required in the computation of $\det[i][j]$. The algorithm is described in terms of C language constructs and thus the row and column numbers start at 0. The tridiagonal matrix is assumed to be stored in array $A[n][3]$ with the lower diagonal in column 0, the center diagonal in column 1, and upper diagonal in column 2 of $A$.

For a given block (submatrix) of size $B$, $\det[i][B]$ is computed by the application of Theorem 2 as,

$$
\det[i][B] = \det[i][B/2] \times \\
\times \det[i+B/2][B/2] - \text{CP}[i][B]
$$

where $B$ is a power of 2 and $i$ is a positive multiple of $B$. The coupling product $\text{CP}[i][B]$ in above expression is computed as,

$$
\text{CP}[i][B] = A[i + B/2 - 1][0] \times A[i + B/2 - 1][2] \\
\times \det[i][B/2 - 1] \times \det[i + B/2 + 1][B/2 - 1]
$$

Now if $\det[i][B]$ is to be coupled to a succeeding submatrix of size $B$ to form a larger submatrix of size $2 \times B$, then the $\det[i][B - 1]$ is required in the coupling product term for computing $\det[i][2 \times B]$. Note that in the computation of $\det[i][B - 1]$, $\text{CP}[i][B - 1]$ requires $\det[i][B/2 - 1]$ and $\det[i + B/2 + 1][B/2 - 2]$. Similarly, for coupling of $\det[i][B]$ to a preceding submatrix of size $B$, $\det[i + 1][B - 1]$ is required. The coupling product computation for $\det[i + 1][B - 1]$ will in turn need $\det[i + 1][B/2 - 2]$. In short, for a given block size $B$, four different determinants are computed, i.e.:

$$
\det[i + 1][B - 2] \\
\det[i][B - 1] \\
\det[i + 1][B - 1] \\
\det[i][B]
$$

where $\det[i + 1][B - 1]$ and $\det[i + 1][B - 2]$ will be used to couple to a preceding block; $\det[i][B - 1]$ and $\det[i + 1][B - 2]$ will be used in coupling to a succeeding block, and $\det[i][B]$ will be used in $\det[i][2 \times B]$.

Algorithm:

```c
for (i = 0; i < n; i = i + 1) /* initialization */
{ det[i][0] = 1.0; det[i][1] = A[i][1]; }

/*------parallel STEP 1------n/2 2x2 determinants----------*/
for (i = 0; i < n; i = i + 2) /* forall */
B = 4; hB = 2; /* B = current block size, hB= half block */
while(B < n)
```
{ 
    /* parallel step 2, 4,...-coupling products for next step*/
    for (i = 0; i < n; i = i + B) /* forall */
    {
        /* parbegin */
        CP[i+1][B-2] = A[i+hB-1][0] * A[i+hB-1][2] * 
                       det[i+1][hB-2] * det[i+hB+1][hB-2];
        CP[i][B-1] = A[i+hB-1][0] * A[i+hB-1][2] * 
                     det[i][hB-1] * det[i+hB+1][hB-2];
        CP[i][B-1] = A[i+hB-1][0] * A[i+hB-1][2] * 
                     det[i+1][hB-2] * det[i+hB+1][hB-1];
        CP[i][B] = A[i+hB-1][2] * A[i+hB-1][2] * 
                  det[i][hB-1] * det[i+hB+1][hB-1];
        /* parend */
    }
    /* endsync */
    
    /*--parallel STEP 3, 5,...determinants-----------------------------*/
    for (i = 0; i < n; i = i + B) /* forall */
    {
        /* parbegin */
        det[i+1][B-2] = det[i+1][hB-1] * det[i+hB][hB-1] - CP[i+1][B-2];
        det[i][B-1] = det[i][hB] * det[i+hB][hB-1] - CP[i][B-1];
        det[i+1][B-1] = det[i+1][hB-1] * det[i+hB][hB] - CP[i+1][B-1];
        det[i][B] = det[i][hB] * det[i+hB][hB] - CP[i][B];
        /* parend */
    }
    /* endsync */

    /*--end while */
}

hB = B; B = B * 2;

/* STEP log2n */

CP[0][n] = A[n/2-1][0] * A[n/2-1][2] *
            det[0][n/2-1] * det[n/2+1][n/2-1];

det[0][n] = det[0][n/2] * det[n/2+1][n/2] - CP[0][n];

The above algorithm can be run on an MIMD-shared memory (PRAM) machine. The constructs needed for a parallel processor implementation are indicated in boldface within the comment fields. These parallel constructs, i.e., forall, parbegin, parend and endsync, are general [8] and can be changed to the exact syntax required by a given parallel language. The forall construct indicates parallel execution of the different iterations of the for loop; parbegin and parend indicate a parallel block of statements; endsync provides the barrier synchronization [9] to synchronize the sequencing of parallel steps.

Although the algorithm above is presented for matrices which are a positive power of 2 in size, Theorem 2 is general, and thus the algorithm can be easily modified to compute the determinant of any size matrix. As an example, the determinant of a \( 3 \times 3 \) tridiagonal matrix is computed as,

\[
A = \begin{bmatrix}
  a_{11} & a_{12} & 0 \\
  a_{21} & a_{22} & a_{23} \\
  0 & a_{32} & a_{33}
\end{bmatrix}
\]

\[
P C Q
\]
\[
\begin{bmatrix}
  a_{11} & a_{12} \\
  a_{21} & a_{22} & a_{23} \\
  & a_{32} & a_{33} & a_{34} \\
  & & 0 & a_{43} & a_{44} & a_{45} \\
  & & & 0 & a_{54} & a_{55} & a_{56} \\
  & & & & 0 & a_{65} & a_{66} & a_{67} \\
  & & & & & 0 & a_{76} & a_{77} & a_{78} \\
  & & & & & & 0 & a_{87} & a_{88}
\end{bmatrix} = 
\begin{bmatrix}
  1 & 3 & 0 & 0 & 0 & 0 & 0 & 0 \\
  2 & 4 & 1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 3 & 2 & 5 & 0 & 0 & 0 & 0 \\
  0 & 0 & 4 & 8 & 2 & 0 & 0 & 0 \\
  0 & 0 & 0 & 3 & 7 & 5 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 2 & 0 & 1 \\
  0 & 0 & 0 & 0 & 0 & 0 & 4 & 3 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 5
\end{bmatrix}
\]


**Fig. 4.** An example showing the application of the algorithm from Section 3 to an 8 \times 8 tridiagonal matrix

\[
det(A) = det(P) \times det(Q) - \text{CouplingProduct}(P, Q) = (a_{11}a_{22} - a_{12}a_{21}) \times (a_{33}) - a_{23} \times a_{32} \times a_{11} \times 1
\]

Note that in order to determine the coupling product, the cofactor \(P_{22}\) of \(P\) is \(a_{11}\) and cofactor \(Q_{11}\) is 1.

The appendix lists a modified version of the above algorithm such that parallelism is improved in terms of floating point steps. Analysis of this program indicates that \(3 \log_2(n) - 2\) floating point steps are required to compute the determinant with a maximum parallel requirement of \(7(\frac{n}{4}) + 3\) processors in parallel step 3.

4. Results

An example is presented in Fig. 4, to show the application of the algorithm of Section 3 to computing the determinant of an 8 \times 8 tridiagonal matrix. In the figure, \(D\) refers to det and \(C\) refers to CouplingProduct. Fig. 5, shows a graph relating the execution time, in terms of floating point steps for computing the determinant of a 262,144 \times 262,144 tridiagonal matrix, to the available number of processors. When using one processor, the execution time is 2,359,270 floating point steps. As the number of processors is increased (up to \(\sim 10^4\)), the computation time decreases by a factor equal to the number of processors used. Theoretically, the minimum time is achieved when \(7(\frac{n}{4}) + 3 = 458755\) processors are employed yielding a total execution time of \(3 \log_2 n - 2 = 52\) steps. If the number of processors is increased beyond \(7(\frac{n}{4}) + 3\), there is no improvement in execution time.

Since the dataflow graph for the computation of the determinant by the algorithm of Section 3 follows the pattern of a binary tree, the speedup in execution time is linear (within 5%) as the number of processors, \(p\), is increased up to \(p \log_2 p \leq \frac{n}{4}\). As indicated by Figure 5, the algorithm achieves ideal performance in terms of speedup for a wide range of number of processors (i.e., when the number of processors is \(< 10^4\) in this example). Such properties of a parallel algorithm are highly desirable and an algorithm having the linear speedup property is referred to as maximally parallelizable [9].

It should be noted that the number of floating point operations for sequential processing of this algorithm is \(O(n)\) and is roughly twice the number required by the \(LU\) decomposition approach for computing the determinant. The number of sequential floating point operations...
is $9n - 26$ for the program in the appendix, as compared to $4(n - 1)$ for the $LU$ decomposition approach.

5. Conclusions

An algorithm for efficient parallel computation of a tridiagonal matrix has been developed in Section 3. This algorithm is based on a new formulation of the determinant in terms of the determinants of two coupled submatrices. In terms of floating point operations, the determinant of an $n \times n$ tridiagonal matrix can be computed in $3 \log_2 n - 2$ steps with $7(\frac{3}{2}) + 3$ number of processors. The algorithm yields a linear speedup as the number of processors, $p$, is increased (for $p \leq n$).

Since this algorithm does not involve any division operations, it can be applied to symbolic evaluation of determinants involving polynomials as matrix elements. Also, the roundoff errors are slightly improved due to the absence of division.

The idea of coupling submatrices is new and may have potential in parallelizing other matrix problems. In particular, the algorithm of Section 3 can be extended to computing the determinant of general banded matrices provided the coupling theory is established for the case when the coupling block is larger than $2 \times 2$. Work is continuing on the determinant of a general banded matrix and other matrix problems using this approach.
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Appendix

/*-----------------------compute_determinant()--------------------------*/
/* A parallel algorithm for the determinant of a Tridiagonal matrix.*/
/* The matrix is stored as: lower diagonal in 0th, diagonal in 1st,*/
/* upper diagonal in 3rd column */

float compute_determinant(n,A)
  int n; float A[][3];
{
  float pD2[max_size] , pD4[max_size] , pC[max_size][4] , pC[max_size][4];
  /* these arrays store partial determinants and coupling products */

  float D[max_size][4] , C[max_size][4];
  /* D and C are for storing the intermediate determinants and the*/
  /* coupling products respectively. The second dimension is for*/
  /* storing: [i][0] = det[i+1][B-2] or CP[i+1][B-2]*/
  /* [i][1] = det[i][B-1] or CP[i][B-1]*/
  /* [i][2] = det[i+1][B-1] or CP[i+1][B-1]*/
  /* [i][3] = det[i][B] or CP[i][B] */

  int i, B, hB; /* B = current block size, hB = half block size */

  /*-----parallel floating point STEP 1-----------------------------*/
  /* parbegin */
  for (i = 0; i < n; i = i + 1) /* forall */
    pC[i] = A[i][0] * A[i][2]; /* antidiagonal products */
  for (i = 0; i < n; i = i + 2) /* forall */
    pD2[i] = pA[i][1] * A[i+1][1]; /* partial 2x2 determinant */
  /* parend */
  /* endsync */

  /*-----parallel STEP 2---------------------------------------------*/
  /* parbegin */
  for (i = 0; i < (n-1); i = i + 2) /* forall */
    D[i][3] = pD2[i] - pC[i]; /* ----2x2 determinants */
  for (i = 0; i < (n-3); i = i + 4) /* forall */
    pD4[i] = A[i+1][1] * A[i+3][1]; /* partial 4x4 determinant */
  /* parend */
  /* endsync */

  /*-----parallel STEP 3---------------------------------------------*/
  /* coupling products and partial determinants for next step */
  /* parbegin */
  for (i = 0; i < (n-3); i = i + 4) /* forall */
  { /* parbegin */
    C[i][0] = pC[i+1]; pD[i][0] = A[i+1][1] * A[i+2][1];
    C[i][1] = pC[i+1] * A[i][1]; pD[i][1] = D[i][3] * A[i+2][1];
    C[i][2] = pC[i+1] * A[i+3][1]; pD[i][2] = A[i+1][1] * D[i+2][3];
    C[i][3] = pC[i+1] * pD4[i]; pD[i][3] = D[i][3] * D[i+2][3];
    /* parend */
  } /* parbegin */
  */
switch(n-i) {
    case 1: /* parbegin */
        C[i][2]= 0; C[i][3]= 0;
        pD[i][2]= 1; pD[i][3]= A[i][1];
        /* paren */ break ;
    case 2: /* parbegin */
        C[i][2]= 0 ; C[i][3]= pC[i+1] ;
        pD[i][2]= A[i+1][1]; pD[i][3]= A[i+1][1] * A[i+1][1];
        /* paren */ break ;
    case 3: /* parbegin */
        C[i][2]= pC[i+1]; C[i][3]= pC[i+1] * A[i][1];
        pD[i][2]=A[i+1][1]*A[i+1][1]; pD[i][3]=D[i][3]*A[i+1][1];
        /* paren */ break ;
}
/* paren */
/* endsync */
/**************************************************************************/

B = 4 ; hB = 2 ; /* B = current block size, hB= half block */
while(B < n) {
    /*--parallel STEP 4, 7, 10, ...(determinants)----------------------*/
    for (i = 0; i < n; i = i + B) /* forall */
    {
        /* parbegin */
        D[i][0] = pD[i][0] - C[i][0] ;
        D[i][1] = pD[i][1] - C[i][1];
        D[i][2] = pD[i][2] - C[i][2];
        D[i][3] = pD[i][3] - C[i][3];
        /* paren */
    }
    /* endsync */
/**************************************************************************/

hB = B ; B = B * 2 ;
if (B < n) {
    /*--parallel steps 5,6, 8,9, -----------------------------*/
    /* coupling products and partial determinants for next step */
    for (i = 0; i < (n-hB); i = i + B) /* forall */
    {
        /* parbegin */
        C[i][0]=pC[i+hB-1]*D[i][0]*D[i+hB][0];
        pD[i][0]=D[i][2]*D[i+hB][1];
        C[i][1]=pC[i+hB-1]*D[i][1]*D[i+hB][0];
        pD[i][1]=D[i][3]*D[i+hB][1];
        C[i][2]=pC[i+hB-1]*D[i][2]*D[i+hB][2];
        pD[i][2]=D[i][2]*D[i+hB][3];
        C[i][3]=pC[i+hB-1]*D[i][1]*D[i+hB][2];
        pD[i][3]=D[i][3]*D[i+hB][3];
        /* paren */
    }
    /* endsync */
/**************************************************************************/

*/ parbegin */
C[0][3] = pC[B/2-1]* D[0][1]* D[B/2][2]; pD[0][3] = D[0][3] * D[B/2][3];
/* paren */
return(ApD[0][3] - C[0][3]) ; /* STEP 3log2n-2 */
}
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