FAULT TOLERANT CONTROL FOR FIXED SET-POINT CONTROL NONLINEAR NETWORKED CONTROL SYSTEMS
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This paper proposes an approach for achieving fault tolerant control algorithm for a kind of networked control system which is fixed set-point control and with nonlinear plant. We firstly describe the nonlinear networked control system and linearize the model of the plant at the operating point, then construct a synthesis model of the whole system, which includes all relevant factors in our research such as network induced time delay, data packet loss, the faults of sensors and actuators etc. Based on this model, the stability condition in mean square sense of the system is gained by constructing a Lyapunov function. Then the fault tolerant control algorithm is obtained from the stability condition. Lastly, a numerical example is used to prove the validity of the theory.
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1 Introduction

Networked control system (NCS) has been used in many fields such as industrial automation, remote control, robots and unmanned aerial vehicle etc., compared with local computer control systems, it has many advantages such as ease of maintenance and installation, large flexibility and low cost. However, because of the limitation of network quality and network bandwidth, many challenges still need to be faced before all the advantages of networked control systems can be exploited to their full extent [1 ÷ 4]. Time delay and data packet loss are major characteristics of the networked control systems [5, 6]. As a kind of complex computer control system, NCS has been a hot object of the research on control theory [7, 8]. The interest in the research on fault tolerant control (FTC) of networked control system has been increasing in recent years [9]. As the technology of the computer has gotten fully development, the researches on FTC of NCS only deal with the faults of the sensors and actuators.

Most works of the research on fault tolerant control of networked control system focus on linear systems [10]. A few approaches have been used in controller design for stabilization and performance in NCSs. In literature [11], a distribution-based fault model includes both probabilistic sensors fault and actuators fault, network-induced delays, packet losses and data distortion is proposed. By using Lyapunov functional approach, the criteria for the exponentially mean square stability are obtained. In [12], fault-tolerant control of networked control systems (NCSs) with random actuator failure is studied. Based on the Lyapunov-Krasovskii function, theorems are proved in the study for the system stability and controller design. The problem of fault-tolerant control for uncertain networked control system (NCS) with packet dropouts and actuator fault is studied in literature [13], the stochastic packet dropouts are considered existing not only between sensor and controller but also between controller and actuator. Thus, the NCS is modelled as Markovian jump linear system with four operation modes, sufficient conditions to ensure that the NCS is stochastically stable and satisfy the guaranteed cost performance is developed. In [14], Net Simplex architecture was used in tolerant control software designing and implementation of NCS. In [15], an observer based fault tolerant control method is proposed for a class of networked control systems with transfer delays. Literature [16] deals with static output feedback $H_\infty$ control of a class of discrete-time networked control systems subject to random failures and random delays. Some researchers have tried to use active fault tolerant control to deal with the problem. In [17], a reconfigurator block for the fault condition is proposed and the performance of the overall system will be equivalent to fault-free system when subjected to the actuator failure. A fault tolerant controller based on PI tracking control is designed by Lina Yao and Bo Peng to make the post-fault probability density function still track the given distribution, based on the fault diagnosis information [18].

There are some researchers who have paid attention to the study of stability analysis and fault tolerant controller design for nonlinear NCSs. In [19, 20], nonlinear networked control systems are approximated by Takagi-Sugeno (T-S) fuzzy model, considering possible faults of sensors and actuators, the Lyapunov functional and the linear matrix inequality (LMI) are applied to develop two new stability conditions. In [21, 22], observer-based fault estimation method is presented for a class of nonlinear networked control systems (NCSs) with
Markov transfer delays, which is used to construct a fault estimation algorithm. In [23], the study is concerned with the fuzzy $H_1$ non-uniform sampling tracking control problem of non-linear systems described by Takagi-Sugeno fuzzy systems, considering the stochastic actuator failures. Based on Lyapunov functional approach and stochastic analysis technique, a control design scheme that guarantees the prescribed $H_1$ tracking performance of the nonlinear systems is proposed in terms of linear-matrix inequalities.

Motivated by the above observations, this paper introduces a method for designing a fault tolerant controller for the nonlinear networked control system which is fixed set-point control. We firstly linearize the plant model at the desired working point, and then construct the synthesis model of the whole system, which includes time delay, data packet loss, and faults of sensors and actuators. We assume that the time delay is shorter than sampling period, look at data packet loss as Bernoulli process, and use diagonal matrix to describe the working condition of sensors and actuators. The criteria for meaning square stability of the whole system is proposed by constructing a Lyapunov function, by the criteria, the fault tolerant control algorithm can be obtained.

The paper is organized as follows. NCS and faults background representation is given in section 2. Modelling of the system incorporating time delay, packet loss and sensors and actuators’ working condition is accomplished in Section 3. Section 4 gives the stability analysis of the closed-loop system and presents stability condition in the meaning square. A simulation example is used to illustrate the effectiveness of the theoretical results in section 5. Conclusions are given in section 6.

2 Background

The structure of the networked control system considered in this paper is shown in Fig. 1. For the limitation of the equality and bandwidth of the network, there exist time delays and packet loss in both sensor-to-controller (S-C) channel and in controller-to-actuator (C-A) channel.
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Time delay can be represented by the following variables: $\tau_{sc}$: S-C channel delay, $\tau_{ca}$: C-A channel delay, $\tau_t=\tau_{sc}+\tau_{ca}$: total network induced delay. For data packet loss, we can describe it by two random variables $\theta_k$ and $\phi_k$, their values are shown as (1) and (2), and both variables are independent of each other.

$$\theta_k = \begin{cases} 
1 & \text{data packet loss in S-C channel at moment } kT \\
0 & \text{no packet loss in S-C channel at moment } kT 
\end{cases}$$  \(1\)

Let $p_1 = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \theta_k$, $p_2 = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \phi_k$, then $p_1$, $p_2$ represent the probability of data packet loss in S-C channel and C-A channel respectively. Usually, because two channels are via the same network, we have $p_1=p_2=p$ and call $p$ as packet loss rate (PLR).

We consider the networked control system with the plant shown as (3)

$$\begin{align*}
x(k+1) &= f(x(k))x(k) + g(x(k))u(k) \\
y(k) &= h(x(k))
\end{align*}$$  \(3\)

Among them $x$, $y$ and $u$ represent the state vector, output and control input respectively. $f$, $g$ and $h$ are nonlinear functions. Suppose the sample period is $T$, the discrete-time model of the plant is shown as (4), $f'$ and $g'$ are nonlinear function determined by $f$, $T$ and $g$, $T$ respectively.

$$\begin{align*}
x(k+1) &= f'(x(k))x(k) + g'(x(k))u(k) \\
y(k) &= h(x(k))
\end{align*}$$  \(4\)

Assume: (1) the networked induced time delay $\tau_t$ is less than the sample period $T$. (2) sensors are time driven and controller and actuators are event driven.

The control input of the plant between $kT$ and $(k+1)T$ is described as (5),

$$u(t) = \begin{cases} 
u(k) & t \in (kT, (k+1)T) \\
\nu(k-1) & t \in [kT, kT + \tau_t]
\end{cases}$$  \(5\)

Then the discrete model of the closed-loop system is shown as (6).

$$\begin{align*}
x(k+1) &= f'(x(k))x(k) + g'(x(k))u(k) + g'(x(k))u(k-1) \\
y(k) &= h(x(k))
\end{align*}$$  \(6\)

Among them, $g'$ and $g'$ are determined by $g'$, $T$ and $T$. Let $\hat{u}(k)$, $u(k)$, $\hat{x}(k)$ and $x(k)$ represent the plant’s input, controller’s output, controller’s input, plant’s state at moment $kT$ respectively. Suppose that the data is transmitted by single packet, then (7) is right.

$$\begin{align*}
\hat{x}(k) &= (1-\theta_k)x(k) + \theta_k\hat{x}(k-1) \\
\hat{u}(k) &= (1-\phi_k)u(k) + \phi_k\hat{u}(k-1)
\end{align*}$$  \(7\)

Employing state feedback control, the control input is shown as (8).

$$\begin{align*}
\hat{u}(k) &= (1-\phi_k)c(\hat{x}(k)) + \phi_k\hat{u}(k-1)
\end{align*}$$  \(8\)

Taking both time delay and packet loss into account, we get the model of the closed-loop system as (9).

$$x(k+1) = f'(x(k))x(k) + g'(x(k))c((1-\theta_k)(1-\phi_k)c(x(k))) + (1-\phi_k)\theta_k\hat{x}(k-1) + \phi_k\hat{u}(k-1) + g'(x(k))u(k-1)$$  \(9\)
As \( \theta_i \) and \( \varphi_i \) are random variables \( f', g' \) and \( g' \) are nonlinear functions, this results in the model being too complex so that it is uneasy in designing the control algorithm for the system, so a new model is needed.

Now we consider the faults of sensors and actuators. Sensors and actuators are two major parts of the whole system, sensors detect the plant’s state and transport it to the controller via network, if sensors fail or partly fail, then the plant’s state will not be sent to the controller successfully, which will result in the whole system being unable to work properly and even in making the system to be in danger. Actuators also play important roles in keeping the system working properly, their task is to put control algorithm into practice. In order to avoid the danger when some sensors or actuators are in failure, we should design controller that can make the system keep in stability when sensors and actuators are either in normal or in failure state. And firstly we should describe the faults with mathematical method.

Assume the system has \( n \) sensors used to detect \( n \) working state of the plant, and we construct matrix \( M \) shown as (10).

\[
M = \text{diag} \left( m_1, m_2, \ldots, m_n \right) \tag{10}
\]

Among them, \( m_i = \begin{cases} 1 & \text{the } i\text{-th sensor is normal} \\ \frac{1}{3} & \text{the } i\text{-th sensor is in failure} \end{cases} \)

\( i = 1, 2, \ldots, n; \) \( \hat{x}_i = m_i x_i \) is the signal that is brought to the controller by the sensor of number \( i \). When some sensors are in failure, the working state cannot or can only partly be transported to the controller. The state vector signal used by controller is (11)

\[
\hat{x}(k) = (1 - \theta_1) M x(k) + \theta_\tau \hat{x}(k-1) \tag{11}
\]

In the same way, we assume that actuator is m-dimensional, we construct matrix \( N \) shown as (12).

\[
N = \text{diag} \left( l_1, l_2, \ldots, l_m \right) \tag{12}
\]

Among them, \( l_j = \begin{cases} 1 & \text{the } j\text{-th actuator is normal} \\ \frac{1}{3} & \text{the } j\text{-th actuator is in failure} \end{cases} \)

\( j = 1, 2, \ldots, m. \) Then real control input at the plant is (13).

\[
\hat{u}(k) = N((1 - \varphi_1) K \hat{x}(k) + \varphi_\tau \hat{u}(k-1)) \tag{13}
\]

3 Model of fixed set-point nonlinear networked control system

When the control system shown by Fig. 1 is fixed set-point control, and \( f \) and \( g \) are both smooth functions, suppose \( x_c \) is system’s operating point, the linearized model of the plant at \( x_c \) is (14)

\[
\dot{x} = Fx + Gu \tag{14}
\]

Among them,

\[
F = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} & \cdots & \frac{\partial f_2}{\partial x_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \frac{\partial f_n}{\partial x_2} & \cdots & \frac{\partial f_n}{\partial x_n}
\end{bmatrix}
\]

\[
G = g(x_c).
\]

When the sample period is \( T \) and the total time delay is \( \tau \), suppose their relation satisfies \( \tau < T \), then the discrete-model of the system is (15).

\[
x(k+1) = \bar{F} x(k) + G \hat{u}(k) + G_2 \hat{u}(k-1) \tag{15}
\]

Among them, \( \bar{F} = e^{\bar{F} h} \)

\[
G_1 = \int_{0}^{T} e^{\bar{F} s} G ds, \quad G_2 = \int_{T-\tau}^{T} e^{\bar{F} s} G ds.
\]

Taking time delay, packet loss, sensors and actuators’ faults into account, we get the synthesis model of the closed-loop system as (16), \( K \) represents feedback gain. Only considering sensor’s fault, the model of the closed-loop system is (17). In the same way, we get the model of the closed-loop system subject to actuator fault only in (18).

\[
x(k+1) = (F + (1 - \varphi_1)(1 - \theta_1) G N K M) x(k) + (1 - \varphi_1) \theta_1 G N \hat{x}(k-1) + (\varphi_1 G_1 + \varphi_\tau G_2) \hat{u}(k-1) \tag{16}
\]

\[
x(k+1) = (F + (1 - \varphi_1)(1 - \theta_1) G K M) x(k) + (1 - \varphi_1) \theta_1 G N \hat{x}(k-1) + (\varphi_1 G_1 + \varphi_\tau G_2) \hat{u}(k-1) \tag{17}
\]

\[
x(k+1) = (F + (1 - \varphi_1)(1 - \theta_1) G N K) x(k) + (1 - \varphi_1) \theta_1 G N \hat{x}(k-1) + (\varphi_1 G_1 + \varphi_\tau G_2) \hat{u}(k-1) \tag{18}
\]

Through the analysis above, the synthesis model of the system was established, \( x(k) \) represents the plant’s state, \( \hat{x}(k-1) \) and \( \hat{u}(k-1) \) are looked at as the disturbance. If \( x(k) \) is convergent with the disturbance work on the system, we can say that the system is stable.

We can also look at the whole system as control object, \( x(k), \hat{x}(k-1) \) and \( \hat{u}(k-1) \) are all system state, we model the closed-loop system as the following:

Let

\[
z(k) = \begin{bmatrix} x^T(k) & \hat{x}^T(k-1) & \hat{u}^T(k-1) \end{bmatrix} \tag{19}
\]

Obviously, \( z(k) \) is a state vector of the whole system. We get the expansion model of the system as (20).

\[
z(k+1) = \Phi_z z(k) \tag{20}
\]

Among them

\[
\Phi_z = \begin{bmatrix}
F + (1 - \varphi_1)(1 - \theta_1) G N K M & (1 - \varphi_1) \theta_1 G N K & (\varphi_1 G_1 + \varphi_\tau G_2) \\
(1 - \varphi_1)(1 - \theta_1) M & 0 & \varphi_\tau I \\
(1 - \varphi_1)(1 - \theta_1) N K M & (1 - \varphi_1) \theta_1 N K & \varphi_1 I \\
\end{bmatrix}
\]
Obviously, (16) is subsystem of (20). When system (20) is stable, system (16) is also stable. So we can design FTC algorithm based on (20) instead of (16).

If we only take the working condition of the sensors into account, then the extension model of the closed-loop system is (21)

\[ z(k + 1) = \Phi_{sM}z(k) \]  

Among them

\[
\Phi_{sM} = \begin{bmatrix}
F + (1 - \theta_1)G_{NM} & 0 \\
M & 0 \\
-NK & 0
\end{bmatrix}, 

G_{sM} = \begin{bmatrix}
-G_{NM} & G_{NK} & 0 \\
0 & 0 & 0 \\
-NK & 0 & 0
\end{bmatrix}
\]

In the same way, when we only take the working condition of the actuators into account, we have the extension model of the closed-loop system shown as (22).

\[ z(k + 1) = \Phi_{aM}z(k) \]  

Among them

\[
\Phi_{aM} = \begin{bmatrix}
F + (1 - \theta_1)G_{KM} & 0 \\
M & 0 \\
-NK & 0
\end{bmatrix}, 

G_{aM} = \begin{bmatrix}
-G_{KM} & G_{K} & 0 \\
0 & 0 & 0 \\
-NK & 0 & 0
\end{bmatrix}
\]

In this section, the fault tolerant control of the system mentioned in section 3 is discussed. Firstly, we give some definitions and lemmas as the following.

**Definition 1** The system (20) is said to be stabilized in the mean square sense if Eq. (23) holds for any initial state \( \mathbf{z}_0 \in \mathbb{R}^{2n+m} \).

\[ \lim_{t \to \infty} E[\|\mathbf{z}(t)\|^2] = 0 \]  

**Lemma 1** Assume \( x \) and \( y \) are both random variables, and they are independent of each other, \( E() \) represents the Mathematical expectation function, then (24) holds.

\[ E(xy) = E(x)E(y) \]  

Now we analyse the stability condition of the NCS mentioned in section 3, suppose that the packet loss rate is fixed, we have the conclusion as follows:

**Theorem 1** For system (20) with the packet loss rate \( p \), for any given symmetric positive definite matrix \( \mathbf{Q} \), if there is a unique symmetric positive solution \( \mathbf{P} \) to the Eq. (25), then the system is stabilized in the mean square.

\[ (F_k + pG_{ik} + pG_{2k} + p^2G_{3k})^TP(F_k + pG_{ik} + pG_{2k} + p^2G_{3k}) - P = -Q \]  

**Proof.** The mathematical expectation of state vector \( \mathbf{z}_k \) is \( E(\mathbf{z}_k) \).

\[ E(\mathbf{z}_k) = [E(\mathbf{z}_{ik}) \ E(\mathbf{z}_{2k}) \ \ldots \ E(\mathbf{z}_{(2n+m)k})]^T \]  

We can get the mathematical expectation of \( \mathbf{z}_{k+1} \) shown as (27).

\[ E[\mathbf{z}_{k+1}] = E[(F_k + \theta_1G_{ik} + \phi_1G_{2k} + \phi_1G_{3k})\mathbf{z}_k] = (F_k + pG_{ik} + pG_{2k} + p^2G_{3k})E[\mathbf{z}_k] = (F_k + pG_{ik} + pG_{2k} + p^2G_{3k})E[\mathbf{z}_k] \]

Define the function \( V \) as (28),

\[ V(z_k) = E(z_k)PE(z_k) \]  

As \( P \) is positive, it is obvious that \( V(z_k) \) is positive function and (29) and (30) hold.

\[ V(z_k)|_{z_k=0} = 0 \]  

\[ V(z_k)|_{z_k\to\infty} = \infty \]  

\( V(z_k) \) is a Lyapunov function of the system (20). Then we have (31) and (32).
\[ V(z_{k+1}) = E(z_{k+1})^T P E(z_{k+1}) = \\
= E^T(z_k)[(F_k + pG_{1k} + pG_{2k} + p^2G_{3k})^T P(F_k + pG_{1k} + pG_{2k} + p^2G_{3k})]E(z_k) \]

If there is positive matrix \( P \) that make \( P^T P - \exists > 0 \) be negative, then we have \( \Delta V < 0 \), we can conclude that system is stable.

If sensors’ faults and actuators’ faults are considered individually, the stability condition of the system can be described as the two corollaries as follows.

**Corollary 1** For system shown as (21) with the packet loss rate is \( p \), for any given symmetric positive definite matrix \( Q_M \), if there is a unique symmetric positive solution \( P_M \) to the equation (33), then the system is stabilized in the meaning square.

**Corollary 2** For system shown as (22) with the packet loss rate is \( p \), for any given symmetric positive definite matrix \( Q_N \), if there is a unique symmetric positive solution \( P_N \) to Eq. (34), then the system is stabilized in the meaning square.

**Remark**

(1) Fault tolerant controller for a fixed set point nonlinear networked control system can be designed based on theorem 1 or its corollaries. Each feedback gain \( K \) obtained in this way is only effective when the system works at the operating point \( x_c \), when the working point changes, the linearized model of the system changes correspondingly, \( K \) should be redesigned.

(2) The working point determined by reference input, we should select reference input that can ensure the system work at the desired working pint.

5 Simulation

In this section, a numerical example is used to improve the result of our research. Suppose the NCS shown by Fig. 1 with the plant represented by (35).

\[ \dot{x}_1 = x_2 \]
\[ \dot{x}_2 = -10 \cdot \sin x_1 - x_2 + 10u \]
\[ y = x_1 \]  

(35)

Suppose that network induced time delay \( t_d = 18 \) ms, the packet loss rate \( p = 0.2 \), when the desired output \( y=1 \), the working point of the system is \( x_1 = 1, x_2 = 0 \), the linearized model of the plant at the operating point is (36).

\[ \dot{x} = \begin{bmatrix} 0 & 1 \\ -5.4 & -1 \end{bmatrix} x + \begin{bmatrix} 0 \\ 10 \end{bmatrix} u \]  

(36)

We take \( T=30\)ms, then the discrete model of the plant is (37).

\[ x(k+1) = \begin{bmatrix} 1.00 & 0.03 \\ -1.16 & 0.97 \end{bmatrix} x(k) + \begin{bmatrix} 0.00 \\ 0.12 \end{bmatrix} u(k) + \begin{bmatrix} 0.004 \\ 0.176 \end{bmatrix} u(k-1) \]  

(37)

By theorem1, we have the inference input that can make the system working at \( x_1=1, x_2=0 \) is \( r=4 \), because packet loss is random, so we do experiments 6 times at each case, A set of step response curves of \( y \) with the sensor in normal condition and in fault condition is shown as Fig. 2 and Fig. 3 respectively.
If the model changes, the feedback gain should be redesigned. In the same way, we get \( K = \begin{bmatrix} 0 & 1.7 \ 0 & 0.55 \end{bmatrix} \), \( r = 3 \), and the corresponding step response curves of \( y \) with the sensor in normal condition and in fault condition is shown as Fig. 4 and Fig. 5 respectively.

**Figure 3** Simulation of system output response in sensor failures \((r=4)\)

**Figure 4** Simulation of system output response in sensor normal \((r=3)\)

**Figure 5** Simulation of system output response in sensor failures \((r=3)\)

6 Conclusion

This paper is concerned with the fault tolerant control of the networked control systems which is fixed set-point control and with nonlinear plant. Firstly, we construct the model of the whole system. For fixed set-point control system, the states of the system change are near the working point, so we linearized the plant model at the working point of the system, then took the characteristics of network and sensor and actuator fault into consideration, and gained the model of the closed-loop system. Based on this model, the stability condition of the system was gained by constructing a Lyapunov function, and the fault tolerant control algorithm that satisfies this condition was gained. Lastly, the correctness and feasibility of the control law was improved by a numerical example.
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