ABSTRACT

Statistics reveals that the visual problems are the prime reasons for a larger number of road accidents. The blind spot is the major problem related to vision. The aim of this study is to develop a fuzzy-based multi-criteria decision-making model for optimizing the area of the blind spot in the front and sides of a heavy transport vehicle. To achieve this, the statistical tool ANOVA (Analysis of Variance) and multi-criteria optimization techniques like TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution), FAHP (Fuzzy Analytical Hierarchy Process) and GRA (Grey Relational Analysis) were also used in this problem. This paper consists of three modules: first, the blind spots of the existing body structure dimension used in heavy vehicles were studied and the optimal design parameters were determined using ANOVA and TOPSIS methodologies; next, the weights of the design parameters were calculated using FAHP method. Finally, GRA-based Multi Criteria Decision Making (MCDM) approach has been used to rank the vehicle body structures. The proposed model has been implemented in a transport corporation to compare four different types of body structures and concluded that the body structure which was built by an outsourced body builder is having a smaller area of blind spot and optimal design parameters as well.

KEY WORDS

blind spot; Grey Relational Analysis; Fuzzy Analytical Hierarchy Process; multi-objective optimization;

1. INTRODUCTION

Good driver’s visibility is essential for safe road traffic [1]. Many accidents are caused by drivers of larger vehicles who are not aware that other road users are very close to or beside their own vehicle in the blind spots [2]. A blind spot in a vehicle is the area around the vehicle that cannot be directly observed by the driver while driving. The heavy vehicle drivers cannot see certain areas on the roadway in their front, behind the vehicle and on either side of the vehicle. Figure 1 reveals the area of the blind spot existing in a heavy transport vehicle.

The visibility does not only depend on the individual driver’s vision condition but also on the design of the driver’s seat and the rear-view mirror. These designs are directly related to the area of the blind spot in front and on the sides of the vehicle. The driver’s forward visibility or the front end blind spots are influenced by many design criteria such as vehicle body structure, human anthropometric data, road geometry, etc.

In the driver’s seat design as well, the reduction of blind spots has to be considered. Among the main factors to be considered for the driver’s seat design like height of the seat from platform, total seat height, distance from seat backrest to windscreen glass and distance from seat backrest to the steering wheel centre; to reduce the blind spots, the distance between seat backrest and windscreen glass has attracted major importance [3]. A large enough blind spot in the rear or sides of the heavy vehicle can completely hide a small pedestrian, a small motor-cycle or even a full vehicle. Because, blind spots hide them before making such manoeuvres on roads while turning, reversing, changing lanes, or while overtaking other vehicles. This places the driver in a risky situation resulting sometimes in untoward incidents and accidents.
In this paper the following two important designs have been considered:

- Design parameters involved in the driver’s seat design,
- Design parameters involved in rear-view mirror design.

The remaining part of this paper is organized as follows: Section 2 reviews the literature related to the study; the development of model is explained in Section 3. Section 4 reveals the case study and finally, Section 5 concludes the study and outlines some future research directions.

2. LITERATURE REVIEW

2.1 Review on optimization of design parameters of driver’s seat design

The driver’s seat is the only place from where the driver is driving the vehicle. A well designed driver’s seat should assure the driver’s satisfaction and less fatigue by way of its safety aspects, comfort and versatility. An attempt is made to overcome the blind spot in front of the driver by optimizing the parameters used in the design of the driver’s seat of heavy public transport vehicles. To design the seat the following criteria such as driver’s anthropometric data, driver’s visibility, driver’s reach to the controls and size, shapes and deflection of the seat are considered [4]. The driver’s seat design should be such as to overcome the problems of blind spots with respect to the driver’s visibility while sitting in the driver’s seat. Thus, the design of the driver’s seat is a very vital point to be considered in any automobile vehicle. In the passenger vehicles, the driver allows the passengers to alight and board the buses at the stops and then moves the vehicles to the next stop. Many of the stops are located in the densely populated residential areas. Normally, the drivers concentrate more on passenger activities and are totally unaware of what is happening in front of the vehicle in the blind spot area which may lead to fatal accidents.

The fatigue is directly related to the design of the driver’s seat. The driver cannot depend on his feet to assist with the support of the body like sitting in a chair traditionally since they use their legs to operate the pedals. Hence, the seat design should give assurance to the driver’s body balance and control [5]. The driver’s fatigue is a prime factor in commercial vehicle accidents [6]. It is evident that the poorly designed seats will cause fatigue in drivers and in turn the fatigue will make the driver drive without the concentration on the blind spots [7]. Even if the driver drives under the influence of fatigue, they should be able to manage and control the blind spot and the design should support this effect. Gundogdu [8] presented genetic algorithm based optimization of parameters to design the car seat in order to improve the driver’s performance. Javier et al. [3] presented a design methodology for the driver cabin of sports vehicles applying the ergonomic module.

2.2 Review on optimization of design parameters of rear-view mirror

For the blind spots behind and on either side of the heavy vehicle, the role of the rear-view mirrors is very important. The adjustment and installation or positioning of mirrors with larger fields-of-view will be helpful in reducing the blind spots. While considering the installation of mirrors, the distance between the driver and the pillar or frame structure to the left and right side of the front body structure, the driver’s eyesight height while seated in the driver’s seat from the platform, and the centre height of the mirror from the ground level are all important data.

Burger [9] evaluated and reported the rear vision systems of twelve passenger vehicles and three trucks under real-world driving conditions. Also, a secondary study used the expert judgment techniques to obtain estimates of rear scene zone criticality. Thomas et al. [10] reviewed the safety aspects involved in the use of rear-view mirrors and discussed the research directions. Moreover, major accidents were caused when the target vehicle appeared in the driver’s blind spot during lane change or crowded urban travelling and the driver did not carefully observe the approaching vehicle from the rear and side mirrors [11]. Jan and Pieter [12] studied the use of cameras to support drivers under low visibility conditions or/and in the blind spot area.

Optimizing the parameters of a vehicle at the design stage was done by using neural network [13]. Hughes et al. [14] discussed the factors that motivate the use of electronic vision systems such as wide-an-
ingle and fish-eye camera technologies in vehicles. The benefits of using wide-angle lens camera systems to minimize the vehicle’s blind-zones were described. An overview of the ongoing research in the blind zone area has been provided as well as the proposed ideas to realize the images and objects in the blind zone using RFID and Bluetooth technology [15]. The design parameters involved in the design and installation of rear-view mirrors should be in optimal conditions in such a way as to overcome the problems of blind spots on the either side of the vehicle. Cho and Han [16] investigated that the driver’s vision is the most critical factor for an unusual driving situation. Martijn et al. [17] presented the systematic approach when designing a new lane change support system for vehicles using virtual reality simulation and gaming principles. The mock-up system consisted of three flat screens that offered rear-view mirror functionality. Kim et al. [18] studied the surface flow and wake structure around an automotive external rear-view mirror and demonstrated the visualizations over the mirror housing surface and the driver side vehicle skin. The computer-based simulation method is also used to detect and warn of objects present within the blind spots of automobiles [1]. Gaetano et al. [19] analysed the main variables involved in the visual activity of the driver of motor vehicles while driving to make appropriate corrective actions to achieve road safety. Through a survey a number of variables within the road environment were collected and analysed by using Fuzzy Logic and Artificial Neural Network.

2.3 Review of optimization techniques

Wu et al. [20] evaluated the safety of vehicles used in a coal mine by using TOPSIS. The criteria weights were computed based on the grey entropy measurement. Qiong et al. [21] proposed an intelligent decision support system (IDSS) to evaluate the road safety performance in the European countries. To develop the IDSS, an improved hierarchical fuzzy TOPSIS model was used. The experts’ knowledge was incorporated in the proposed model. Moataz and Julian [22] evaluated the user’s perception of bus transit services by using a review. The gap in the perceptions held by the current and potential users was also measured. First an AHP model was developed to measure the user preference. Then a weighted perception index (WPI) of both preference and satisfaction was developed through a multi-criteria model. Finally, a multivariate analysis of variance (MANOVA) was conducted to identify the level of variation in the perception of both current and potential users of bus service quality. The blind spot area was optimized using the COPRAS (Complex Proportional Assessment of alternatives) technique [23].

Different weights computation methods such as AHP, FARE (Factor Relationship) method and Entropy Measurement were compared.

The aim of this work is to optimize the blind spots for heavy transport vehicles by optimizing the design parameters used for the design of driver’s seat and rear-view mirror. First, the influencing parameters to design the driver’s seat and rear-view mirror in order to reduce the blind spot areas were identified by using ANOVA and TOPSIS methodologies. Then GRA-based MCDM was developed to rank the vehicle body structures by using a case study conducted in the transport corporation of Tamilnadu, India.

3. MODEL DEVELOPMENT

The reduction of blind spots in heavy vehicles is achieved in two phases. The area of the blind spot in the front and on both sides of the vehicle is reduced through the optimization of design parameters involved in driver seat and the rear-view mirror. The tools and techniques used in this study are ANOVA, TOPSIS, GRA and FAHP. Figure 2 depicts the proposed framework followed in this paper.

3.1 ANOVA

Analysis of Variance (ANOVA) is the analysis of variation in an experimental outcome and especially of a statistical variance in order to determine the contributions of the given factors or variables of the variance [24]. It is determined by assuming that the data are normally distributed and the variances of dependent variable are equal in all populations. ANOVA measures two sources of variation in the data and compares their relative sizes such as variation between groups and variation within groups.

Variation between groups = \((\bar{x}_i - \bar{x})^2\) (1)

Variation within groups = \((x_i - \bar{x}_i)^2\) (2)

where \(\bar{x}\) = mean for entire dataset, \(x_i\) = value for individual \(i\) in group \(j\) and \(\bar{x}_i\) = mean for group \(i\)

Then the standard deviation (s) is calculated using equation (3).

\(s = \sqrt{\frac{\sum_{i,j}(x_{ij} - \bar{x}_i)^2}{n-1}}\) (3)

where \(n\) = number of individuals in groups \(i\) & \(j\)

Next, the sums of the squared differences which are called sums of squares (SS) are calculated using equation (4). The total sum of squares (SST) is equal to the Error Sum of squares (SSE) plus the sum of squares among groups (SSG).

\(\text{SST} = \text{SSE} + \text{SSG}\) (4)

where

\(\text{SST} = \sum_{ij}(x_{ij} - \bar{x})^2\) (5)

\(\text{SSE} = \sum_{ij}(x_{ij} - \bar{x}_i)^2\) (6)

\(\text{SSG} = \sum_{i}(x_{ij} - \bar{x}_i)^2\) (7)
Calculation of the grey relational grade (GRG).

\[ \Delta = \frac{\text{normalized cell value} - \text{referential series value}}{\text{MSE}} \]

After the determination of SS, the mean square (MS) will be determined using equation (8). The mean squares are equal to the ratio between the sum of squares and degrees of freedom (DF).

\[ MS = \frac{SS}{DF} \]

Finally, the F statistic value is calculated using equation (9). It is the ratio of the average variability among groups divided by the average variability within groups.

\[ F = \frac{MSG}{MSE} \]

where MSG is the mean square among groups and MSE is the error mean square.

This F value is compared with the F value obtained from the statistical table. If the observed value is more than the theoretical value, then that is considered as influencing criteria.

### 3.2 TOPSIS

Hwang and Yoon [25] developed the TOPSIS based on the concept of the distance of the alternative from the positive and negative ideal solutions. The reason behind this concept is that the most preferred alternative should simultaneously have the shortest distance from the positive ideal solution and the farthest distance from the negative ideal solution, which also certainly reflects the rationale of human choice. The steps used in TOPSIS process are listed below:

1. **Step 1 - Construction of evaluation matrix:** An evaluation matrix was constructed using the alternatives and the criteria

\[ X = (X_i) \]

where \( i = 1, 2, ..., m \) criteria and \( j = 1, 2, 3, ..., n \) alternative

2. **Step 2 - Determination of normalized decision matrix:** The data of influencing criteria are normalized using equation (11).

\[ \Gamma_s = \frac{X_i}{\sqrt{\sum_{i=1}^{m} X_i^2}} \]

where, \( X_i \) is the \( i \)th criterion for \( j \)th alternative

3. **Step 3 - Calculation of the weighted normalized decision matrix:** The weighted normalized decision matrix (WNM) is determined by multiplying the normalized decision matrix by its associated weights (\( W_i \)) which are calculated using equation (12).

\[ W_{\text{WNNM}} = W_i \cdot \Gamma_s \]

where, \( W_i = \frac{\sum \pi (X_i)}{\pi (X_i)} \)

4. **Step 4 - Building of positive and negative ideal solutions:** The positive ideal solution corresponds to the set of best or maximum values of each column. Conversely, the negative ideal solution constitutes the set of worst or minimum values of each column of the evaluation matrix.

5. **Step 5 - Determination of separation measures:** The separation measures (\( C_i^* \)) were calculated from the ideal solution using equation (13).

\[ C_i^* = \frac{s_i}{s_i + s_j} \]

where

\[ S_i = \sqrt{\sum_{j=1}^{n} (V_i^j - V_i)^2} \]

and

\[ S_j = \sqrt{\sum_{i=1}^{m} (V_i^j - V_j)^2} \]

where \( V_i^j \) = positive ideal solution; \( V_i \) = negative ideal solution; \( V_j \) = weighted normalized value for \( j \)th criterion for \( j \)th alternative; \( i = 1, 2, m \) and \( j = 1, 2, n \)

6. **Step 6 - Ranking of alternative:** The alternatives are then ranked based on their closeness to the ideal solution (\( C_i^* \)).

### 3.3 Grey Relational Analysis (GRA)

Deng [26] applied the grey theory that provides an effective means to solve problems containing uncertainty. It was suitable for decision-making under more uncertain environments. The grey system theory consists of the following procedural steps:

- (i) Collection of data;
- (ii) Data pre-processing;
- (iii) Calculation of the grey relational coefficient;
- (iv) Calculation of the grey relational grade (GRG).

The collected data are pre-processed (normalized) by using equations (16) and (17). In the criterion if the larger value is better it can be normalized using equation (16) while for the criterion if the smaller value is better it can be normalized using equation (17).

\[ X_i^j = \frac{x_i^j - \min_i x_i}{\max_i x_i - \min_i x_i} \]

\[ X_i^j = \frac{\max_i x_i - x_i}{\max_i x_i - \min_i x_i} \]

where, \( i = 1, 2, ..., m \) (Alternatives); \( j = 1, 2, ..., n \) (Criteria).

Then the absolute difference (\( \Delta (j) \)) between the normalized cell value and the corresponding referential series value was determined by using equation (18).

\[ \Delta (j) = |X_i (j) - X_i^* (j)| \]

where \( X_i (j) \) = referential series value of \( j \)th criterion; \( X_i^* (j) \) = normalized cell value of \( j \)th criterion.

From the normalized data, the grey relational coefficient is calculated to express the relationship between
the best and the actual results by using the following equation (19).
\[
\gamma (j) = \frac{\Delta \min + \xi \Delta \max}{\Delta (j) + \xi \Delta \max}
\]  
where \( \Delta \min =\min, \min, \Delta (j); \Delta \max =\max, \max, \Delta (j); \) and \( \xi = \text{distinguished coefficient between 0 and 1}. \)

Finally the grey relational grade (GRG) is calculated using equation (20).
\[
\hat{\gamma}_p = \sum_{j=1}^{p} [W_i(j) \cdot \gamma (j)]
\]  
where \( W_i(j) = \text{weight of criterion } j \)

In this paper the weights of the criterion \( W_i(j) \) are calculated by FAHP method.

3.4 FAHP

In FAHP, the Saaty’s [27] analytical hierarchy process is combined with a fuzzy concept. Based on the opinion of the decision maker, the evaluation criteria are compared. The importance of the criteria used for evaluation was collected from the experts. Based on this, first the criteria matrix was formed based on the Saaty’s nine point scale which is shown in Table 1.

The pair-wise comparison matrix is called original matrix or criteria matrix which is given by matrix \( X_{aij} \) as shown below.
\[
X_{aij} = |a_i|_1 \leq i, j \leq m
\]  
where, \( a_i = \text{pairwise comparison of } i^{th} \text{ and } j^{th} \text{ attribute}; m = \text{the number of alternatives}. \)

This was converted into fuzzy original matrix using TFN prescribed by Mohamad et al. [28] which is also shown in Table 1. The fuzzy number in a fuzzy set can be represented by equation (22).
\[
F = \{ x, \mu F(x) \}, x \in R
\]  
where \( F \) is fuzzy set; \( x \) is fuzzy number; \( R: a \leq x \leq \alpha \) and \( \mu F(x) \) is a continuous mapping from \( R \) in the interval \([0, 1]\). TFN expresses the relative strength of each pair of elements in the same hierarchy and denoted as TFN \( (M) = (l, m, u) \) where \( l \leq m \leq u \) in which \( l \) is the smallest possible value, \( m \) is the most promising value and \( u \) is the largest possible value in a fuzzy event. The triangular membership function of \( M \) fuzzy number can be described in equation (23)
The fuzzy original matrix is shown in Table 3. Then the fuzzy original matrix is normalized using equation (24)

\[ N_{ij} = \frac{a_{ij}}{T_i} \]  

(24)

where \(a_{ij}\) is the cell value of \(i^{th}\) row and \(j^{th}\) column in the fuzzy original matrix; \(1 \leq i, j \leq m\); and 

\[ T_i = \sum_{j=1}^{m} a_{ij} \]

The weights were calculated by converting fuzzy numbers into crisp values by using defuzzification technique. The defuzzification has the capability to reduce a fuzzy to a crisp single-valued quantity. There are seven methods that were used for defuzzification of the fuzzy output functions such as max-membership principle, centroid method, weighted average method, mean–max membership, centre of sums, centre of the largest area and the first of maxima or the last of maxima. In this study, the centroid method was used for defuzzification which is given in equation (25).

Weights (Crisp value) \(W_i = \frac{\sum_{j=1}^{n} D_{ij} \cdot O'}{\sum_{j=1}^{n} D_{ij}}\)  

(25)

where \(k\) is the number of rules, \(O'\) is the class generated by rule \(i\) from \(0, 1, ..., L-1\); \(L\) is the number of classes and 

\[ D_{ij} = \Pi_{l=1}^{m_i} m_{ij} \]  

(26)

where \(n\) is the number of inputs and \(m_{ij}\) is the membership grade of feature \(l\) in the fuzzy regions that occupies the \(i^{th}\) rule. 

Since the pairwise comparison matrix is formulated based on human judgment, it must ensure that the values collected are the accepted values. To check the consistency, the Consistency Ratio (CR) is calculated using equation (27)

\[ CR = \frac{CI}{RI} \]  

(27)

where \(CI\) is the Consistency Index which is determined using equation (28) and \(RI\) are random indices for criterion size ‘\(m\)’.

\[ CI = \frac{\lambda_{max} - m}{m - 1} \]  

(28)

where \(\lambda_{max}\) is the maximum eigenvalue and \(m\) is the number of criteria.

The weights were approximated by Saaty [27] which is shown in Table 2. If \(CR\) is < 0.10 the decision maker’s pairwise comparison matrix is acceptable.

4. CASE STUDY

To prove the effectiveness of the proposed model, a case study has been conducted in a transport division located in the southern part of India. At present, four different types of vehicle bodies are used in that division. They include a body built in the same organization (in-sourcing – IS) and three outsourced (OS – 1, OS – 2 & OS – 3) bodies. The influencing criteria among three different criteria such as types of buses, behaviour of the drivers and the specifications related to the design of the driver’s seat and the rear-view mirror was determined by ANOVA. The specifications are found as the main cause for the issue and variances [27].

4.1 Determining the influencing variables of driver’s seat design

Based on the experts’ opinion, the following data variables such as distance between the driver’s seat and platform (A), total seat height (B), distance between seat backrest and windscreen (C) and the distance between seat backrest and steering centre (D)

| Table 1 – Equivalent triangular fuzzy number for Saaty’s nine point scale |
|--------------------------|--------------------------|--------------------------|
| Verbal judgment or preference | Saaty’s scale of relative importance | Triangular fuzzy numbers |
| Extremely preferred | 9 | 9,9,9 |
| Very strongly to extremely preferred | 8 | 7,8,9 |
| Very strongly preferred | 7 | 6,7,8 |
| Strongly to very strongly preferred | 6 | 5,6,7 |
| Strongly preferred | 5 | 4,5,6 |
| Moderately to strongly preferred | 4 | 3,4,5 |
| Moderately preferred | 3 | 2,3,4 |
| Equally to moderately preferred | 2 | 1,2,3 |
| Equally preferred | 1 | 1,1,1 |

<table>
<thead>
<tr>
<th>Table 2 – Random Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
</tr>
<tr>
<td>RI</td>
</tr>
</tbody>
</table>
are identified as the influencing criteria for the design of the driver’s seat to optimize the blind spot. The data of influencing criteria for the design of the driver’s seat are given in Table 3.

### 4.2 Determining the influencing variables of rear-view mirror design

Similarly, for the rear-view mirror design, the influencing variables are identified using ANOVA [27]. The following data variables such as the distance between the driver and the right side of the body pillar or frame structure (P), the distance between the driver and the left side of the body pillar or frame structure (Q), the distance of the driver’s eye right height from the platform (R) and the distance between the centre of the rear-view mirror and the ground level (S) are identified as the influencing criteria for the design and implementation of rear-view mirror in heavy vehicles. The data of influencing criteria for the rear-view mirror design are given in Table 4.

The data of influencing criteria for the design of the driver’s seat and rear-view mirror which are given in Table 3 and Table 4 are normalized using equation (12). The normalized decision matrix is shown in Table 5.

### 4.3 GRA-based ranking

The collected data are given in Table 3 and Table 4. These datasets are known as criteria matrix. From the criteria matrix the optimal value for each criterion was taken and these values are known as referential data \( X^*_j \). These data are pre-processed (normalized) by using equations (16) and (17). After pre-processing, the values are given in Table 7. Then the absolute difference between the normalized cell value and the corresponding referential series value was determined by using equation (18).

From the normalized data, the grey relational coefficient is calculated to express the relationship between the best and the actual results by using equation (19) and shown in Table 8.

Next the weight of the criterion \( W_i(\bar{y}) \) is calculated by FAHP method.
4.3.1 Weights by FAHP

The FAHP process starts with the pairwise comparison matrix. Based on the ranking obtained from Table 10, the criteria are compared with each other using the Satty’s nine point scale (Table 1). The crisp matrix is converted into fuzzy matrix using triangular fuzzy numbers recommended by Mohamad et al. [28]. The equivalent triangular fuzzy number for Saaty’s nine point scale is shown in Table 1. By using it, the criteria matrix is converted into fuzzy criteria matrix which is shown in Table 9 (a) and 9 (b). The fuzzy criteria matrix was normalized and shown in Table 10 (a) and 10 (b).

The fuzzy numbers are defuzzified using equation (25) and the weights are obtained (Table 10 (a) and 10 (b)). The Consistency Ratio for this proposed FAHP model is calculated using equation (27) and found as 0.0755 for the driver’s seat design and as 0.0873 for the rear-view mirror design. Both are less than 0.1 and so these models are acceptable.

4.3.2 Results and discussion

The weights from Table 10 (a) and 10 (b) are used to determine the GRG using equation (20) and given in Table 11 and Figure 3. The overall GRG is determined by computing the average of both GRG values. From the overall GRG, the best alternative is selected. From Table 15 and Figure 3 it is understood that OS - 3 vehicle has the higher GRG values followed by IS, OS-2 and OS-1 body built vehicles. Hence the vehicle body built by the third outsourced body building unit features the minimum blind spot.

With the improved dimensions, in OS -3 vehicles the area of the blind spot is reduced to 4.198 square metres [28] from 5.03 square metres as in IS vehicles.

5. CONCLUSION

This paper discusses the elimination of blind spots in the front and on the sides of heavy vehicles.

---

Table 7 – Normalized data

<table>
<thead>
<tr>
<th>Types of vehicles</th>
<th>Design of driver’s seat</th>
<th>Design of rear-view mirror</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>IS</td>
<td>1.000</td>
<td>0.667</td>
</tr>
<tr>
<td>OS - 1</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>OS - 2</td>
<td>0.889</td>
<td>1.000</td>
</tr>
<tr>
<td>OS - 3</td>
<td>0.889</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 8 – Grey relational coefficient

<table>
<thead>
<tr>
<th>Types of vehicles</th>
<th>Design of driver’s seat</th>
<th>Design of rear-view mirror</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>IS</td>
<td>1.000</td>
<td>0.998</td>
</tr>
<tr>
<td>OS - 1</td>
<td>0.987</td>
<td>0.993</td>
</tr>
<tr>
<td>OS - 2</td>
<td>0.999</td>
<td>1.000</td>
</tr>
<tr>
<td>OS - 3</td>
<td>0.999</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 9 (a) – Fuzzy pairwise comparison matrix for the driver’s seat design

<table>
<thead>
<tr>
<th>Types of vehicles</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td>0.25</td>
<td>0.20</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.50</td>
<td>0.33</td>
<td>1.00</td>
</tr>
<tr>
<td>Total</td>
<td>3.33</td>
<td>3.75</td>
<td>4.54</td>
<td></td>
</tr>
</tbody>
</table>

Table 9 (b) – Fuzzy pairwise comparison matrix for the rear-view mirror design

<table>
<thead>
<tr>
<th>Types of vehicles</th>
<th>P</th>
<th>Q</th>
<th>R</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.20</td>
<td>0.17</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.33</td>
<td>0.25</td>
<td>1.00</td>
</tr>
<tr>
<td>Total</td>
<td>2.75</td>
<td>2.03</td>
<td>1.75</td>
<td>1.75</td>
</tr>
</tbody>
</table>
GRA-based decision model was developed to select the best alternative. In the model FAHP method was combined with GRA. The model was tested on a case study and the effectiveness of the model was proven. In this research the blind spot area in the front and on the sides of the vehicles was considered. By using the parameters determined using the developed model nearly 20% of the blind spot was eliminated. This was proven by a case study.

Table 10 (a) – Fuzzy normalized matrix for the driver’s seat design

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.30</td>
<td>0.27</td>
<td>0.22</td>
<td>0.30</td>
<td>0.31</td>
</tr>
<tr>
<td>B</td>
<td>0.10</td>
<td>0.07</td>
<td>0.04</td>
<td>0.10</td>
<td>0.087</td>
</tr>
<tr>
<td>C</td>
<td>0.30</td>
<td>0.53</td>
<td>0.66</td>
<td>0.50</td>
<td>0.46</td>
</tr>
<tr>
<td>D</td>
<td>0.30</td>
<td>0.13</td>
<td>0.07</td>
<td>0.10</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 10 (b) – Fuzzy normalized matrix for the rear-view mirror design

<table>
<thead>
<tr>
<th></th>
<th>P</th>
<th>Q</th>
<th>R</th>
<th>S</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.36</td>
<td>0.49</td>
<td>0.57</td>
<td>0.30</td>
<td>0.36</td>
</tr>
<tr>
<td>Q</td>
<td>0.36</td>
<td>0.25</td>
<td>0.19</td>
<td>0.30</td>
<td>0.27</td>
</tr>
<tr>
<td>R</td>
<td>0.09</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>S</td>
<td>0.18</td>
<td>0.16</td>
<td>0.14</td>
<td>0.30</td>
<td>0.13</td>
</tr>
</tbody>
</table>

which is an important aspect of road safety. An intelligent-based novel hybrid multi-criteria optimization model was proposed in the reduction of blind spot area in heavy transport vehicles. GRA (Grey Relational Analysis) method is used to rank the vehicle body structures. ANOVA was used to identify the influencing criteria among the three such as the types of buses, types of drivers, and the specifications related to the design and implementation of the driver’s seat and rear-view mirrors. Then TOPSIS was used to prioritize the criteria among the specifications. Finally, GRA-based decision model was developed to select the best alternative. In the model FAHP method was combined with GRA. The model was tested on a case study and the effectiveness of the model was proven. In this research the blind spot area in the front and on the sides of the vehicles was considered. By using the parameters determined using the developed model nearly 20% of the blind spot was eliminated. This was proven by a case study.

Table 11 – GRG and ranking of vehicle

<table>
<thead>
<tr>
<th>Types of vehicles</th>
<th>Design of driver’s seat</th>
<th>Design of rear-view mirror</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Design of driver seat</td>
<td>Rank</td>
<td>Design of rear-view mirror</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GRG</td>
</tr>
<tr>
<td>IS</td>
<td>( f_1 )</td>
<td>0.99589</td>
<td>3</td>
</tr>
<tr>
<td>OS – 1</td>
<td>( f_2 )</td>
<td>0.99503</td>
<td>4</td>
</tr>
<tr>
<td>OS – 2</td>
<td>( f_3 )</td>
<td>0.99595</td>
<td>2</td>
</tr>
<tr>
<td>OS – 3</td>
<td>( f_4 )</td>
<td>0.99798</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 3 – GRG and ranking of vehicles
A decision support system can be developed using the proposed model as model base to optimize the design parameters for the reduction of blind spots.
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