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In recent years, materialized views (MVs) are widely used to enhance the database performance by storing pre-calculated results of resource-intensive queries in the physical memory. In order to identify which queries may be potentially materialized, database transaction log for a long period of time should be analyzed. The goal of analysis is to distinguish resource-intensive and frequently used queries collected from database log, and optimize these queries by implementation of MVs. In order to achieve greater efficiency of MVs, they were used not only for the optimization of single queries, but also for entire groups of queries that are similar in syntax and execution results. Thus, the problem stated in this article is the development of approach that will allow forming groups of queries with similar syntax around the most resource-intensive queries in order to identify the list of potential candidates for materialization. For solving this problem, we have applied the algorithm of categorical data clustering to the query grouping problem on the step of database log analysis and searching candidates for materialization. In the current work CLOPE algorithm was modified to cover the introduced problem. Statistical and timing indicators were taken into account in order to form the clusters around the most resource intensive queries. Application of modified algorithm CLOPE allowed to decrease calculable complexity of clustering and to enhance the quality of formed groups.
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1. Introduction

Materialized view (MV) is one of the effective ways to enhance the database performance. MV represents the pre-calculated results of the queries stored in the physical memory. Implementation of MV makes it possible to significantly reduce the query execution time by decreasing the number of calls to the physical memory and eliminating the resource-intensive operations such as sorting and joining [1-2].

In order to achieve greater efficiency of MVs, they were used not only for the optimization of single queries, but also for entire groups of queries that are similar in syntax and execution results. Thus, the creation of automated tools for clustering queries with similar syntax became a live issue of computer science [3].

The evolution of automated creation of MVs brought up a number of problems for resolution. It is recommended to create MVs for the most resource-intensive and frequently executed queries. In addition, whenever base tables are updated, MVs require refresh based on the information about these modifications. Thereby, materialization of frequently updated data is ineffective. These statements should be taken into account during development of clustering algorithms in order to provide an opportunity to form clusters around the most intensive and frequently executed queries and reduce maintenance costs of future MVs.

Query clustering is performed on the full volumes of input data. In case transaction log for a long period of time requires analysis, the clustering becomes computationally difficult as
number of queries in the transaction log can be significant. Thus, clustering algorithms and approaches require reducing of the computational complexity and resource intensity.

The family of SQL dialects is constantly enhanced by adding new language constructions, modifying existing statements or making obsolete certain phrases. Therefore, the clustering algorithms should be scalable in terms of database manipulation language evolution. Support of the full syntax of the SQL language improves the quality of the formed clusters and, as a result, allows creation of more effective MVs [4].

2. Analysis of Recent Research and Publications

The grouping algorithm for MVs was firstly proposed in [5]. In the context of MVs, grouping means the selection of queries similar by the following criteria:

1) Data manipulation operator (SELECT, INSERT, UPDATE, DELETE) is identical for all queries in a group;
2) The same tables are accessed by the queries;
3) The filtering conditions of one query covers the similar filtering conditions of another query;
4) Query result sets are intersecting for all queries in a group;
5) Queries have similar syntax (the same grouping construction, aggregation or analytic functions, etc. are used).

The method [5] runs through comparing the tables, columns, and conditional predicates involved in the queries. The authors proposed the following main stages of query comparison:

1) Comparing the sets of tables by analyzing FROM clauses of each query;
2) Comparing the sets of fields obtained from the SELECT and WHERE clauses;
3) Comparing the WHERE conditions:
   a. Casting WHERE clause to the canonical form;
   b. Analyzing the logical structure of the WHERE clause in disjunctive form;
   c. Comparing the relation expressions;
   d. Comparing the individual arithmetic expressions.

The main disadvantages of this method are:

1) Lack of consideration of statistical and timing indices of query execution. It is recommended to create MV for the most resource-intensive and frequently executed queries. Withal, the method [5] considers only syntactic similarity of queries during clustering, without taking into account their execution time and frequency, as well as the amount of consumed resources;

2) High computational complexity of the task:
   a. In order to form the groups of queries as described in [5], an exhaustive search of queries must be performed at each stage of the algorithm. Thus, the complexity of the algorithm equals \((N - 1)^N\), where \(N\) is the number of unique queries in the transaction log. \(N\) in turn can reach significant orders (thousands and tens of thousands values),
   b. Algorithm is implemented based on comparison of the textual data that is not effective in terms of consumption of computing resources,
   c. All steps of the algorithm are performed on the full arrays of input data;

3) Fixed width of obtained clusters. Since the clusters are formed based on the similarity of queries, there is no possibility to expand the clustering criteria (to take into account the number of resources allocated for the MVs, etc.).

3. Unsolved Aspects of the Problem

We propose to apply more generic algorithms of clustering the categorical data to the task of query grouping.

However, existing algorithms for data clustering do not allow to fully cover the specifics of the MV creation problem. In particular, they do not completely meet the following requirements:

1) Input data should be textual;
2) There should be a transformation of textual data into numeric vectors to decrease a resource use during clustering;

3) The algorithm should group queries, distinguishing them by the syntactic structure;

4) Statistical and timing indicators of query execution should be considered during clustering;

5) Result groups should be suitable for the inverse transformation of the numeric vectors into textual data;

6) Algorithm should be productive and consume minimum amount of resources to store the service structure, as it will be applied to very large data sets;

7) Algorithm must be easy to implement.

4. Analysis of the Existing Algorithms

We have investigated the following families of algorithms for categorical data clustering:

I. Density-Based Clustering (e.g. DBSCAN [6], OPTICS [7]);

II. Hierarchical algorithms (e.g. COBWEB [8], BIRCH [9], RÖCK [10], LIMBO [11]);

III. Histogram algorithms (e.g. k-ANMI [12], CLOPE [13], K-Histograms [14]);

IV. Genetic algorithms (e.g. G-ANMI [15], TCSOM [16], GSC [17]);

V. Spectral clustering (e.g. SpectralCAT [18], COOLCAT [19]).

Table 1 shows how the investigated algorithms meet the requirements for grouping queries.

After the comparative analysis, the algorithm CLOPE was chosen [20]. The essence of this algorithm lies in comparing the histograms of the input queries.

Algorithm CLOPE was chosen due to the following factors:

1) The algorithm is applicable to the input data represented as a numeric vector, each element of which corresponds to the SQL token;

2) The algorithm operates histograms that allow the most accurate comparison of SQL queries;

3) Generalized query for MV creation can be obtained on the basis of calculated histograms;

4) Algorithm is productive, simple to implement and requires a minimum number of resources for storing intermediate data.

It was decided to modify the algorithm for taking into account statistical and timing indicators of the input queries.

5. Statement of the Problem

The aim of this work is the application of a clustering algorithm CLOPE to the problem of grouping queries to reduce the computational complexity of the problem and to improve the quality of formed clusters by taking into account the statistical and timing indicators of query execution.

6. Input Data

After the analysis of transaction log of information system for a large period of time $T$, the set of non-unique queries of different types ($SELECT$, $INSERT$, $UPDATE$, $DELETE$) was formed with the time of their execution and the amount of consumed resources:

$$Q = \bigcup q(t, \tau, b),$$
where:

- \( t \) – query text;
- \( \tau \) – query execution time;
- \( b \) – number of data blocks processed by the query.

We introduce the coefficient \( K \) that shows how query is “suitable” for materialization. In general, normalized value of \( b \) can be used as \( K \). In [21] a more precise and multifactorial algorithm of calculating \( K \) was proposed, which took into account the statistical and timing indicators of the query execution.

We divide the set of queries \( Q \) into 4 groups according to the type of data manipulation operator. We consider only \( N \) queries of \( SELECT \) type from the set \( Q \) during further analysis. Other types of queries are excluded from consideration as MVs are not created on their basis:

\[
S = \bigcup_{i=1}^{N} S_i(t_i, \tau_i, b_i)
\]

In order to perform the conversion of the query from SQL text to a numeric vector, we divide the query into atomic tokens. An atomic token is one or more SQL expressions such as field names, table names and aliases, constants, functions, operators that are minimal semantic units in the formation of \( SELECT, FROM, WHERE \) clauses, sorting conditions, grouping conditions, etc.

Vocabulary of tokens \( V \) is the set of unique tokens found while parsing \( S \). Each vocabulary entry is described by deuce: the current token and its numeric identifier (serial number) in the vocabulary \( V \).

For each query \( s_i, i = 1, \ldots, N \) we will form the vector \( D_i \) having a set of tokens from the vocabulary \( V \) found while parsing the query. To simplify the data processing, while forming the vector \( D_i \), we will operate with serial numbers from the vocabulary \( V \) instead of tokens themselves. The number of occurrences of token in vector \( D_i \) may be greater than 1. The detailed algorithm of the formation of tokens for grouping queries is presented in [22]. In the next step we transform the set \( S \) to the following form:

\[
S = \bigcup_{i=1}^{N} S_i(t_i, D_i, K_i)
\]

Below an example of parsing query \( S_1 \) into numerical vector \( D_1 \) is provided:

\[
S_1 := \text{select } s1.rt \ \text{object\_id}, \ s1.\text{reference}, \ \text{np.object\_id} \ \text{value}
\text{from } \text{params np,}
\text{(select connect\_by\_root}
\text{nr.object\_id} \ \text{rt, } \text{nr\_reference}
\text{from references nr}
\text{where nr\_attr\_id} = 1
\text{start with nr\_object\_id in (2, 3)}
\text{and nr\_attr\_id} = 4
\text{connect by prior nr\_reference}
\text{= nr\_object\_id and nr\_attr\_id} = 5
\text{order by LEVEL} \ s1
\text{where np\_object\_id}
\text{= s1\_reference and np\_attr\_id}
\text{= 6 and rownum = 7;}
\]

For clarity, a phrase in which the token was found (‘select’, ‘from’, etc.) was added as a prefix to each token.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>select rt</td>
</tr>
<tr>
<td>2</td>
<td>select reference</td>
</tr>
<tr>
<td>3</td>
<td>select object_id</td>
</tr>
<tr>
<td>4</td>
<td>from params</td>
</tr>
<tr>
<td>5</td>
<td>select connect_by_root object_id</td>
</tr>
<tr>
<td>6</td>
<td>from references</td>
</tr>
<tr>
<td>7</td>
<td>where attr_id = @NUMBER</td>
</tr>
<tr>
<td>8</td>
<td>start with object_id in (@NUMBER, @NUMBER)</td>
</tr>
<tr>
<td>9</td>
<td>start with attr_id = @NUMBER</td>
</tr>
<tr>
<td>10</td>
<td>connect by prior reference = object_id</td>
</tr>
<tr>
<td>11</td>
<td>connect by prior attr_id = @NUMBER</td>
</tr>
<tr>
<td>12</td>
<td>order by LEVEL</td>
</tr>
<tr>
<td>13</td>
<td>where object_id = reference</td>
</tr>
<tr>
<td>14</td>
<td>where attr_id = @NUMBER</td>
</tr>
<tr>
<td>15</td>
<td>where rownum = @NUMBER</td>
</tr>
</tbody>
</table>
After analysis of the query, the following numeric vector is obtained:

\[ D_1 = \{ 1, 2(2), 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 \} . \]

As it can be seen, the token \( L_2 \langle "select reference" \rangle \) occurs in vector \( D_1 \) twice.

Similarly to the previous example, we parse the query \( S_2 \) using the existing vocabulary \( V \):

\[ S_2 := \text{select s1 rt object_id from references where attr_id = 9 and rownum = 10;} \]

As a result we obtain the following vector:

\[ D_2 = \{ 3, 6, 14, 15 \} . \]

### 7. Data Clustering

By a cluster we mean a group of queries that meet the previously mentioned criteria of similarity. Cluster can be considered as an independent unit with certain characteristics.

A set of clusters \( C \) is a partition of \( S \) such that:

\[
\left\{ C = \bigcup_{j=1}^{E} c_j : S \cap c_j \neq \emptyset, k=1, \ldots, E, k \neq j \right\}
\]

As soon as the cluster \( c_j, j = 1, \ldots, E \) is a subset of \( S \), its elements can be described as triples of the form \( \langle t, D, K \rangle \).

Each cluster is characterized by the following parameters:

- \( W(c_j) \) – cluster width. Corresponds to the number of unique tokens \( L \) in the cluster \( c_j \);
- \( O(c_j) \) – the number of queries in the cluster \( c_j \);
- \( Occ(L_n, c_j) \) – number of occurrences of a unique token \( L_n, n = 1, \ldots, W(c_j) \) in the cluster \( c_j \);
- \( P(c_j) \) – cluster power, corresponds to the total number of tokens in the cluster \( c_j \):
  \[
  P(c_j) = \sum_{n=1}^{W(c_j)} Occ(L_n, c_j)
  \]
- \( H(c_j) \) – cluster height:
  \[
  H(c_j) = \frac{P(c_j)}{W(c_j)}
  \]

Histogram of cluster \( c_j \) is called a graphical representation of its characteristics: the horizontal axis shows tokens, in descending order of \( Occ(L_n, c_j) \), the vertical axis shows the value \( Occ(L_n, c_j) \) itself. Cluster power \( P(c_j) \) geometrically corresponds to the area of the histogram.

As an example, consider the cluster:

\[ c_1 = \{\{1, 6\}, \{2, 4\}, \{3, 2\}, \{4, 1\}, \{5, 1\}, \{6, 1\}\} . \]

The histogram of the cluster \( c_1 \) is shown in Figure 1.

We propose to split the clustering algorithm CLOPE into several stages:

**Stage 1: Initialization of clusters**

In order to form the clusters around the most resource intensive and frequently executed queries, we propose to introduce an additional step for cluster initialization. For this purpose, we sort the queries in descending order by coefficient \( K \), and choose \( V \) queries that match its maximum value. The number of queries \( V \), based on which the clustering would be performed, may
be arbitrarily selected regarding the administrative restrictions on the number of MV in the system.

For each query $s_i$, $i = 1, \ldots, V$ we form the cluster $c_j$, $j = 1, \ldots, E$, $E = V$ and calculate its initial characteristics based on the parameters of the vector $D_i$:

- $W(c_j)$ – the number of unique tokens in vector $D_i$;
- $O(c_j) = 1$;
- $P(c_j) = P(D_i)$;
- $Occ(L_m, c_j) = Occ(L_m, D_i)$, $n = 1, \ldots, W(c_j)$.

An additional empty cluster $c_{E+1}$ is created, for which all parameters are initialized with zero value.

To the above mentioned query notation $s_i$ we add the fourth element $Cnum_i$ – number of cluster assigned to the current query:

$s_i(q_i, D_i, K_i, Cnum_i), i = 1, \ldots, N$

If the cluster has not been assigned yet, $Cnum_i = 0$.

We distribute the remaining queries from the sorted set $S$ across the clusters:

1. Retrieve the query $s_i$, $i = V + 1$, dots, $N$ from the set $S$.
2. For the current $s_i$ iterate through the clusters.
3. For the current value of $s_i$ and $c_j$ calculate profit function $Q_{ij}$. This function shows how the inclusion of query $s_i$ to cluster $c_j$ affects the characteristics of the cluster. The higher the value of $Q_{ij}$, the more common tokens were found when comparing the query with cluster histogram. Thus, the purpose of the clustering is to maximize $Q_{ij}$.

For calculation of $Q_{ij}$ we determine the updated characteristics of cluster $c_j$ including query $s_i$:

$$W(c_j)^{new} = W(c_j) + \left| \{L_m | L_m \in D_i, L_m \notin c_j \} \right|, m = 1, \ldots, W(D_i)$$

$$P(c_j)^{new} = P(c_j) + P(D_i)$$

In the classical interpretation of algorithm CLOPE height $H(c_j)^{new}$ can be calculated as follows:

$$H(c_j)^{new} = \frac{P(c_j) + \sum_{m=1}^{W(D_i)} Occ(L_m, D_i)}{W(c_j)^{new}}$$

In order to regulate the impact of the new entry of $s_i$ into the cluster $c_j$ according to the “usefulness” of the query from the perspective of materialization, we add coefficient $K$ to the formula 5. For this purpose we represent the cluster $c_j$ as a set of queries $s_v$, $v = 1, \ldots, Occ(c_j)$, each of which is characterized by its own value $K_v$ and vector $D_v$. Expand $P(c_j)$ as:

$$P(c_j) = \sum_{v=1}^{Occ(c_j)} P(D_v)$$

Thus we obtain:

$$H(c_j)^{new} = \frac{\sum_{v=1}^{Occ(c_j)} K_v P(D_v) + K_j \sum_{m=1}^{W(D_i)} Occ(L_m, D_i)}{W(c_j)^{new}}$$

Calculate the profit function $Q_{ij}$:

$$Q_{ij} = \frac{H(c_j)^{new}(Occ(c_j)+1)}{W(c_j)^{new}} - \frac{H(c_j) Occ(c_j)}{W(c_j)}$$

For the case when $Occ(c_j) = 0$:

$$Q_{ij} = \frac{H(c_j)^{new}(Occ(c_j) + 1)}{W(c_j)^{new}}$$

4. If $j \leq E$, proceed to step 2. Otherwise, proceed to step 5.
5. Include query $s_i$ into the cluster $c_{max}$, which corresponds to the maximum value of profit function $Q_{ij}$:

$$Cnum_{i}^{new} = \{ \max |Q_{i,j}| = MAX_{j=1}^{E+1}(Q_{ij}) \}, s_i(q_i, D_i, K_i, Cnum_{i}^{new}), i = 1, \ldots, N.$$  

6. Update the histogram of cluster $c_{max}$. For this purpose, for each token of the vector $D_i$ check the existence of an appropriate token in the cluster $c_{max}$. If the token was found:

$$Occ(L_m, c_{max})^{new} = Occ(L_m, c_{max}) + Occ(L_m, D_i)$$
8. If the current value of $c_{\text{max}}^\text{new}$ is zero, then add a new token to the cluster $c_{\text{max}}^\text{new}$:

$$\text{Occ}(L_{M+1}, c_{\text{max}}^\text{new}) = \text{Occ}(L_m, D_i), \quad M = W(c_{\text{max}})$$

7. Update the cluster characteristics according to formulas (3), (4) and (7).

8. If the current value of $O(c_{\text{max}}) = 0$, then initialize a new empty cluster: $E = E + 1$. Increment the number of queries in the selected cluster:

$$O(c_{\text{max}}) = O(c_{\text{max}}) + 1$$

9. If $i \leq N$, proceed to step 1. Otherwise, proceed to step 10.

10. Complete the initialization stage.

**Stage 2: Iterative distribution of queries across clusters**

1. Initialize the values $i = 1, j = 1$, a counter of permutations $Z = 0$.

2. Retrieve the query $s_i, i = 1, \ldots, N$ from the set $S$.

3. For the current $s_i$ iterate through the clusters.

4. If $C_{\text{num}} = j$, then the query must be removed from the cluster before the new cluster is calculated for it.

4.1. Recalculate histogram of the cluster. For each token $L_n, n = 1, \ldots, W(c_j)$ of the cluster $c_j$ and $L_m, m = 1, \ldots, W(D_i)$ of the vector $D_i$, if $L_m = L_n$:

$$\text{Occ}(L_n, c_j)^\text{remove} = \text{Occ}(L_n, c_j) - \text{Occ}(L_m, D_i)$$

4.2. Update the cluster characteristics:

$$P(c_j)^\text{remove} = P(c_j) - P(D_i);$$

$$O(c_j)^\text{remove} = O(c_j) - 1;$$

$$H(c_j)^\text{remove} = \frac{P(c_j)^\text{remove}}{W(c_j)^\text{remove}}$$

5. According to the formula (8) or (9), calculate the current value of $Q_{ij}$. If $j \leq E$, proceed to step 3. Otherwise, proceed to step 6.

6. According to the formula (10) for the current $s_i$, select cluster $c_{\text{max}}$ corresponding to the maximum value of $Q_{ij}$.

7. Calculate new characteristics of the selected cluster according to the formulas (3), (4) and (7).

8. If the current value of $O(c_{\text{max}}) = 0$, initialize a new empty cluster: $E = E + 1$. Increment the number of queries in the selected cluster according to the formula (13).

9. If $C_{\text{num}} \neq C_{\text{num}}^\text{new}$, then increment counter of permutations: $Z = Z + 1$.

10. If $C_{\text{num}} \neq C_{\text{num}}^\text{new}$ and $O(c_{\text{num}}) = 0$, remove the empty cluster $c_{\text{num}}$.

11. If $i \leq N$, proceed to step 2. Otherwise, proceed to step 12.

12. If $Z > 0$, move to step 1. Otherwise, output the result.

8. Experiment

All tests have been executed in 64-bit JVM, JDK v.7.0, 1 GB heap space on Intel® Core™ i3-4000M CPU, 2.4 GHz PC with 8 GB RAM and 500 GB SATA disk. For the experiment, a transaction log has been used, which contained more than 2,000 non-unique queries involving aggregation operations, multiple joins, hierarchical queries, analytic functions etc. It was derived from commercial production database deployed on Oracle 10g EE DB server. The data was collected during one-week period. As a result of filtering, 502 unique queries were obtained. After lexical processing of data, a vocabulary was formed containing 393 tokens.

The following measures were chosen as quality indicators of the formed clusters:

1) The mean similarity of elements – dynamic value which is calculated during the formation of clusters. This is the number of common tokens in the vector $D$ and the histogram of the cluster $C$ averaged over all clusters divided to the width of the vector $D$:
The minimum distance between clusters: 

\[ M_{\text{min}} = \min \left| \text{Occ}(L_n, C'_i) - \text{Occ}(L_n, C'_j) \right|, \]

\[ i = 1, \ldots, E, j = 1, \ldots, E, i \neq j, \]

\[ n = 1, \ldots, W(C'_i) = 1, \ldots, W(C'_j) \]

4) The maximum distance between clusters: 

\[ M_{\text{max}} = \max \left| \text{Occ}(L_n, C'_i) - \text{Occ}(L_n, C'_j) \right|, \]

\[ i = 1, \ldots, E, j = 1, \ldots, E, i \neq j, \]

\[ n = 1, \ldots, W(C'_i) = 1, \ldots, W(C'_j) \]

5) The percentage of single clusters – the ratio of the number of clusters that contain only one query to the total number of calculated clusters. From the perspective of grouping queries, this indicator identifies the number of queries that are not of interest in the problem of creating MV. Since the purpose of grouping is not a complete coverage of queries coming into the system, the optimal value of this index is the range of 40 – 60%.

6) The percentage of single tokens in the cluster – the ratio of the number of tokens in the cluster for which the value \( \text{Occ}(L, C) \) is equal to one. It shows which part of the cluster could potentially be excluded from participation in the further processing of the group.

7) The number of iterations of the algorithm;

8) Data processing time – is a measure of performance of the algorithm;

9) Amount of memory consumed.

Based on the selected criteria, a comparative analysis of the algorithm from the work [5] (“Algorithm 1”) and the modified algorithm CLOPE (“Algorithm 2”) was performed. The table below shows the results.

Figures 2 and 3 show histograms of clusters obtained by applying the algorithms 1 and 2 (without single clusters). The vertical axis represents the number of queries that form a cluster, while the horizontal axis represents the number of clusters.

Figure 1 shows that most part of queries is concentrated in 7 huge clusters. The rest of the data forms very small clusters. That means that algorithm 1 completed a rather rough analysis of queries without taking into consideration query syntax. Lower average distance between the
clusters and lower rate of similarity of elements within the cluster show that scattered queries form the groups. As a result, “broad” materialized views will be created, which will not be optimal in terms of maintenance and storage.

Table 3. Results of the comparative analysis.

<table>
<thead>
<tr>
<th>Evaluation criterion</th>
<th>Algorithm 1</th>
<th>Algorithm 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of input queries</td>
<td>502</td>
<td>502</td>
</tr>
<tr>
<td>Number of unique tokens</td>
<td>N/A</td>
<td>393</td>
</tr>
<tr>
<td>Quantity of initial clusters</td>
<td>N/A</td>
<td>10</td>
</tr>
<tr>
<td>Quantity of result clusters</td>
<td>46</td>
<td>154</td>
</tr>
<tr>
<td>Mean similarity of elements</td>
<td>61.44%</td>
<td>70.8%</td>
</tr>
<tr>
<td>Mean distance between clusters</td>
<td>273.17 (75.73%)</td>
<td>79.07 (84.89%)</td>
</tr>
<tr>
<td>Minimum distance between clusters</td>
<td>8 (25%)</td>
<td>3 (25.3%)</td>
</tr>
<tr>
<td>Maximum distance between clusters</td>
<td>2267 (100%)</td>
<td>785 (100%)</td>
</tr>
<tr>
<td>Percentage of single clusters</td>
<td>54.35%</td>
<td>48%</td>
</tr>
<tr>
<td>Percentage of single tokens in the cluster</td>
<td>42.38%</td>
<td>28.5%</td>
</tr>
<tr>
<td>Number of iterations of the algorithm</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Data processing time</td>
<td>22 181 ms</td>
<td>1493 ms</td>
</tr>
<tr>
<td>Amount of memory consumed</td>
<td>252 510 kbytes</td>
<td>11 370 kbytes</td>
</tr>
</tbody>
</table>

Figure 2 shows in turn a wider range of clusters. Groups of queries are much smaller and their size is more uniform. It gives the grounds to consider that the clusters were formed more precisely. As soon as the average distance between the clusters and the rate of similarity of elements within the cluster were increased, more common queries from the syntax perspective formed the clusters. Thus, the maintenance cost of future MVs created for the formed clusters will be decreased.

Based on the experimental data, the following conclusions can be made:

1. The performance of the modified algorithm CLOPE is 15 times better than the previous solution;
2. Resource consumption of Algorithm 2 is 22 times lower than the previous solution;
3. The quality of the clusters has increased:
   3.1. The average distance between clusters increased by 9.16%;
   3.2. The average similarity of the elements within the cluster increased by 9.36%;
   3.3. The percentage of single clusters decreased by 6.35%;
   3.4. The percentage of single tokens in the cluster decreased by 13.88%;
   3.5. The number of clusters increased 3.16 times.

Figure 2. The distribution of queries across clusters obtained by the Algorithm 1.
9. Conclusion

In this paper, clustering algorithm for textual data has been applied to the problem of grouping queries during selection of MVs. Based on the results of the comparative analysis, CLOPE algorithm was chosen from the set of existing solutions. It was further improved to meet the requirements for the quality of future MVs in the context of MV selection problem.

Modification of the algorithm allowed:

1. To consider statistical and timing indicators of the query execution. Thus, the MVs will be formed around the most resource-intensive and frequently executed queries;
2. To reduce the computational complexity of the task through the use of more efficient algorithms of clustering;
3. To reduce the resource consumption of the algorithm by avoiding operating textual data and transitioning to numerical operations;
4. To group queries more precisely in terms of the query syntax, as evidenced by the decrease in the percentage of single clusters and the increase in the total number of formed groups;
5. To form higher-quality MVs by increasing the average distance between the clusters and the rate of similarity of elements within the cluster. The data stored in the MVs will intersect less and more closely match the queries accessing them.
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