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Abstract. Let K be an algebraic number field and let (Gn) be a
linear recurring sequence defined by Gn = λ1αn

1 +P2(n)αn
2 +· · ·+Pt(n)αn

t ,
where λ1, α1, . . . , αt are non-zero elements of K and where Pi(x) ∈ K[x]
for i = 2, . . . , t. Furthermore let f(z, x) ∈ K[z, x] monic in x. In this
paper we want to study the polynomial–exponential Diophantine equation
f(Gn, x) = 0. We want to use a quantitative version of W. M. Schmidt’s
Subspace Theorem (due to J.-H. Evertse [8]) to calculate an upper bound
for the number of solutions (n, x) under some additional assumptions.

1. Introduction

Let A1, A2, . . . , Ak and G0, G1, . . . , Gk−1 be algebraic numbers over the
rationals and let (Gn) be a k-th order linear recurring sequence given by

(1.1) Gn = A1Gn−1 + · · ·+AkGn−k for n = k, k + 1, . . . .

Let α1, α2, . . . , αt be the distinct roots of the corresponding characteristic
polynomial

(1.2) Xk −A1X
k−1 − · · · −Ak.

Then for n ≥ 0

(1.3) Gn = P1(n)αn1 + P2(n)αn2 + · · ·+ Pt(n)αnt ,

where Pi(n) is a polynomial with degree less than the multiplicity of αi; the
coefficients of Pi(n) are elements of the field:

Q(G0, . . . , Gk−1, A1, . . . , Ak, α1, . . . , αt).
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We shall be interested in linear recurring sequences (Gn), where Gn defined
as in (1.3) for which P1(n) is a non-zero constant, λ1 say. Thus

(1.4) Gn = λ1α
n
1 + P2(n)αn2 + · · ·+ Pt(n)αnt .

The recurring sequence is called simple, if all characteristic roots are sim-
ple. (Gn) is called nondegenerate, if no quotient αi/αj for all 1 ≤ i < j ≤ t
is equal to a root of unity and degenerate otherwise. Observe that, even if
(Gn) is degenerate, there exists a positive integer d such that, (Gr+md) is non-
degenerate or identically zero on each of the d arithmetic progressions with
0 ≤ r < d. Therefore, restricting to nondegenerate recurring sequences causes
no substantial loss of generality.

Let f(z, x) be a polynomial with algebraic coefficients, which is monic in
x. In the present paper we deal with the Diophantine equation

(1.5) f(Gn, x) = 0,

which was earlier investigated by several authors in the special case f(z, x) =
Exq − z, E ∈ Z\{0}, which yields the Diophantine equation

(1.6) Gn = Exq , E ∈ Z\{0}.
A survey about this equation can be found in [9]. We cite here only those
papers, which are of interest for us.

Let us mention that similar types of equations, namely

f(x, y, αx) = 0 and f(x, y, αx, βy) = 0,

where f is a polynomial with complex coefficients and α, β are non-zero com-
plex numbers, were studied by Schmidt [22] and Ahlgren [1, 2]. They showed
that these equations can have solutions with arbitrarily large values of |x| only
in the case when f and α, β are of a particularly simple form.

For a nondegenerate recurring sequence (Gn) of order 2 induced by a
(rational) integral recurrence, it has been proved, independently, by Pethő
[14] and Shorey and Stewart [24] that for the solutions x ∈ Z, |x| > 1 and
q ≥ 2 of (1.6) max(|x|, q, n) is bounded by an effectively computable constant
depending only on E and the sequence (Gn). Pethő [14] extended in fact
this result to the equation Gn = bxq with b ∈ S, where S is a set of integers
composed solely of a finite number of primes, provided that the coefficients of
the defining difference equation of Gn are coprime integers.

Shorey and Stewart [24] proved the above finiteness result for certain
recurring sequences of order > 2. Let (Gn) be an integral nondegenerate
linear recurring sequence given by

(1.7) Gn = λ1α
n
1 + P2(n)αn2 + · · ·+ Pt(n)αnt ,

where λ1 is a non-zero constant, |α1| > |αj | for j = 2, . . . , t, and Gn−λ1α
n
1 6=

0. Then assuming x, q > 1 the solutions q of (1.6) can be bounded by an
effectively computable constant which depends on E and the coefficients and
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initial values of the recurrence. Kiss [11] proved that, in fact, q is less than a
number which is effectively computable in terms of the greatest prime divisor
of E and the coefficients and the initial values of the sequence (Gn).

Nemes and Pethő [12] studied the more general equation

(1.8) Gn = Exq + T (x),

where T (x) is a polynomial of degree r and of height H with integral co-
efficients. For fixed E ∈ Z and T they established bounds for the integral
solutions n, q, x with |x|, q > 1. Let (Gn) be defined as in (1.7) and assume

(1.9) |α1| > |α2| > |αj |, for j = 3, . . . , t,

with α2 6= ±1. Nemes and Pethő showed that q < C1 provided that n > C2

and r < C3q, where C1, C2 and C3 are suitable positive numbers which are
effectively computable in terms of E,H and the coefficients and initial values
of the recurrence. For second order recurrences (Gn) with |A2| = 1 Nemes and
Pethő [13] characterized all polynomials P for which the equation Gn = P (x)
has infinitely many solutions (see also [16]). Kiss [11] and Shorey and Stewart
[25] dealt with equation (1.8) for nondegenerate linear recurring sequences
(Gn) of arbitrary order, under condition (1.9) and the additional assumptions
that d is the degree of α1 over Q, α1 and α2 are multiplicatively independent
and α2 6= ±1. Then they showed that there are only finitely many integers
n, x and q with n ≥ 0, |x| > 1 and

q > max

(
d log |α1|

log(|α1|/max(1, |α2|))
, d+ r

)

for which

Gn = xq + T (x)

holds.
Recently Corvaja and Zannier [4] considered linear recurrences defined by

Gn = a1α
n
1 + a2α

n
2 + · · ·+ atα

n
t ,

where t ≥ 2, a1, a2, . . . , at are non-zero rational numbers, α1 > α2 > · · · >
αt > 0 are integers. They used Schmidt’s Subspace Theorem [19], [21] to
show that for every integer q ≥ 2 the equation

(1.10) Gn = xq

has only finitely many solutions (n, x) ∈ N2 assuming that Gn is not identi-
cally a perfect qth power for any n in a suitable arithmetic progression. Tichy
and the author [9] gave a quantitative version of the above result of Corvaja
and Zannier.

Tichy and the author [9] also showed by combining their result with the
previously mentioned result of Nemes and Pethő [12] that the following is
true: Let (Gn) be a linear recurring sequence defined as above, such that (for
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fixed q ≥ 2) there is no r ∈ {0, . . . , q− 1} with Gmq+r a perfect qth power for
all m ∈ N. Then the equation

Gn = xq

has only finitely many integral solutions n, x > 1, q. The number of solutions
can be bounded by an explicitly computable constant C depending only on
the recurrence.

Very recently, Pethő [17] used the above result of Corvaja and Zannier to
show that there are only finitely many perfect powers in a third order linear
recurring sequence (Gn), if we assume that the characteristic polynomial of
(Gn) is irreducible and has a dominating root.

2. Results

Our main result is the generalization of the above quantitative result to
the Diophantine equation f(Gn, x) = 0, where (Gn) is defined by (1.4). This
will generalize and quantify a very recent result due to Corvaja and Zannier
[5] (cf. Remark 1).

Theorem 2.1. Let K be an algebraic number field and let (Gn) be a
nondegenerate linear recurring sequence defined by

Gn = λ1α
n
1 + P2(n)αn2 + · · ·+ Pt(n)αnt ,

where t ≥ 2, λ1 is a non-zero element of K, Pi(x) ∈ K[x] for all i = 2, . . . , t
and where α1, . . . , αt are elements of K with 1 6= |α1| > |αj | for all j =
2, . . . , t. Let f(z, x) ∈ K[z, x] be monic in x and suppose that there do not exist
non-zero algebraic numbers βj and polynomials dj(n) ∈ K̄[n] for j = 1, . . . , k
such that

(2.1) f

(
Gn,

k∑

j=1

dj(n)βnj

)
= 0

for all n in an arithmetic progression. Then the number of solutions (n, x) ∈
N×K of the equation

f(Gn, x) = 0

is finite and can be bounded by an explicitly computable number C depending
on f and on the coefficients and the initial values of the recurrence.

Remark 2.2. Corvaja and Zannier showed in [5], under the restriction
that the recurrence is simple, that the assumption of f(Gn, x) = 0 having
infinitely many solutions implies that there exist dj , βj ∈ K̄\{0}, j = 1, . . . , k,
and an arithmetic progression P such that

f

(
Gn,

k∑

j=1

djβ
n
j

)
= 0, for n ∈ P .
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Remark 2.3. Observe that one can effectively determine whether there
do exist non-zero numbers βj ∈ K̄ and polynomials dj(n) ∈ K̄[n] for j =
1, . . . , k such that (2.1) holds for all n in an arithmetic progression or not (see
[5]). The following example shows that this condition is necessary: let

Gn = 18n + 2 · 6n + 2n,

and f(z, x) = x2 − z. The coefficients and roots have the desired properties,
but

G2k = (18k + 2k)2,

so f(G2k, 18k + 2k) = 0 for all k ∈ N. Another much simpler example is
obtained by taking f(z, x) = x− z.

Remark 2.4. We want to note that the above assumption (2.1) also
means (for k = 0) that f(z, 0) = 0 does not hold identically or equivalently
x is not a divisor of f(z, x). For example f(z, x) = x − z · x, which yields
solutions (n, 0) ∈ N2 for all n ∈ N, is excluded.

Remark 2.5. Let us mention that the condition on the dominant root
α1 is crucial. The proof of the theorem heavily depends on that assumption.

Remark 2.6. For simplicity we have introduced the condition that f(z, x)
is monic in x. There is no problem at all, if we assume that the leading co-
efficient of f with respect to x does not depend on z. Moreover, it is a
well-known trick how to get rid of this assumption (with a corresponding
modification of the theorem); namely we may replace f(z, x) with the poly-
nomial a(z)d−1f(z, x/a(z)), where a(z), d is the leading coefficient, the degree
respectively of f with respect to x.

Next we want to state some conclusion concerning special cases of the
above result.

Corollary 2.7. Let (Gn) be a nondegenerate linear recurring sequence
defined by

Gn = λ1α
n
1 + P2(n)αn2 + · · ·+ Pt(n)αnt ,

where t ≥ 2, λ1 is a non-zero rational number, Pi(x) ∈ Q[x] for all i = 2, . . . , t
and where α1, . . . , αt are rational numbers with 1 6= |α1| > |αj | for all j =
2, . . . , t. Let P (x) ∈ Q[x] be monic and suppose that there do not exist non-
zero algebraic numbers βj and polynomials dj(n) ∈ Q̄[n] for j = 1, . . . , k such
that

(2.2) Gn = P

(
k∑

j=1

dj(n)βnj

)

for all n in an arithmetic progression. Then the number of solutions (n, x) ∈
N×Q of the equation

Gn = P (x)
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is finite and can be bounded by an explicitly computable number C depending
on P and on the coefficients and the initial values of the recurrence.

Remark 2.8. The above corollary is also true, if we assume P (x) ∈ Q(x),
say P (x) = f(x)/g(x), where f(x) is a monic polynomial.

Remark 2.9. Also the classical case P (x) = xq , concerning the number
of perfect powers in the linear recurring sequence (Gn) is included. So we get
a generalization of the results stated in [9]. Observe that from [4] it follows
that condition (2.2) is equivalent to the assumption that Gn is not equal to a
perfect qth power for all n in an arithmetic progression (cf. also [29]).

Last we want to discuss some families of Diophantine equations related
to the above types of equations.

Corollary 2.10. Let (Gn) be an integral nondegenerate linear recur-
ring sequence with (1.4), where t ≥ 2, λ1 is a non-zero element of K =
Q(α1, . . . , αt), Pi(x) ∈ K[x] for all i = 2, . . . , t and where α1, . . . , αt are
algebraic integers with 1 6= |α1| > |αj | for all j = 2, . . . , t. Furthermore,
suppose that there do not exist non-zero numbers βj ∈ K̄ and polynomials
dj(n) ∈ K̄[n] for j = 1, . . . , k such that

(2.3) Gn =

(
k∑

j=1

dj(n)βnj

)q

for all n in an arithmetic progression and for given q ≥ 2. Then the number
of solutions (n, x, q) ∈ N3 with n, x, q > 1 of the equation

Gn = xq

is finite and can be bounded by an explicitly computable number C depending
only on the coefficients and the initial values of the recurrence.

Remark 2.11. Observe that condition (2.3) can be verified effectively,
because under the other assumptions one can calculate an upper bound for
q first. Then condition (2.3) must only be verified for q smaller than this
bound.

Corollary 2.12. Let (Gn) be an integral nondegenerate linear recurring
sequence with (1.4), where t ≥ 2, λ1 is a non-zero rational element of K =
Q(α1, . . . , αt), Pi(x) ∈ K[x] for all i = 2, . . . , t and where α1, . . . , αt are
algebraic integers with 1 6= |α1| > |α2| > |αj | for all j = 3, . . . , t and α1, α2

multiplicatively independent. Let α2 6= ±1 and let T (x) be a polynomial with
integer coefficients and degree r; we take r = 0 if T (x) is the zero polynomial.
Furthermore, suppose that there do not exist non-zero numbers βj ∈ K̄ and
polynomials dj(n) ∈ K̄[n] for j = 1, . . . , k such that

(2.4) Gn =

(
k∑

j=1

dj(n)βnj

)q
+ T

(
k∑

j=1

dj(n)βnj

)
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for all n in an arithmetic progression and for given q ≥ 2. Then there are
only finitely many integers n, x and q with n ≥ 0, q ≥ 1 and |x| > 1 for which

Gn = xq + T (x)

holds.

3. Auxiliary Results

Our proof of Theorem 2.1 depends on a quantitative version of the Sub-
space Theorem due to J.-H. Evertse [8].

Let K be an algebraic number field. Denote its ring of integers by OK and
its collection of places by MK . For v ∈ MK , x ∈ K, we define the absolute
value |x|v by

(i) |x|v = |σ(x)|1/[K:Q] if v corresponds to the embedding σ : K ↪→ R;
(ii) |x|v = |σ(x)|2/[K:Q] = |σ̄(x)|2/[K:Q] if v corresponds to the pair of

conjugate complex embedding σ, σ̄ : K ↪→ C;

(iii) |x|v = (N℘)−ord℘(x)/[K:Q] if v corresponds to the prime ideal ℘ of OK .

Here N℘ = #(OK/℘) is the norm of ℘ and ord℘(x) the exponent of ℘ in the
prime ideal decomposition of (x), with ord℘(0) := ∞. In case (i) or (ii) we
call v real infinite or complex infinite, respectively; in case (iii) we call v finite.
These absolute values satisfy the Product formula

(3.1)
∏

v∈MK

|x|v = 1 for x ∈ K∗.

The height of x = (x1, . . . , xn) ∈ Kn with x 6= 0 is defined as follows: for
v ∈MK put

|x|v =
(∑n

i=1 |xi|
2[K:Q]
v

)1/(2[K:Q])

if v is real infinite,

|x|v =
(∑n

i=1 |xi|
[K:Q]
v

)1/[K:Q]

if v is complex infinite,

|x|v = max(|x1|v, . . . , |xn|v) if v is finite

(note that for infinite places v, | · |v is a power of the Euclidean norm). Now
define

H(x) = H(x1, . . . , xn) =
∏

v

|x|v .

For a linear form l(X) = a1X1+· · ·+anXn with algebraic coefficients we define
H(l) := H(a), where a = (a1, . . . , an) and if a ∈ Kn then we put |l|v = |a|v
for v ∈MK . Further we define the number field K(l) := K(a1/aj , . . . , an/aj)
for any j with aj 6= 0; this is independent of the choice of j.

We are now ready to state Evertse’s result [8]. The following notations
are used:

- S is a finite set of places on K of cardinality s containing all infinite
places;
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- {l1v, . . . , lnv}, v ∈ S are linearly independent sets of linear forms in n
variables with algebraic coefficients such that

H(liv) ≤ H, [K(liv) : K] ≤ D for v ∈ S, i = 1, . . . , n.

We choose for every place v ∈ MK a continuation of | · |v to the algebraic
closure of K and denote this also by | · |v.

Theorem 3.1 (Quantitative Subspace Theorem, Evertse). Let 0 < δ < 1
and consider the inequality for x ∈ Kn.

(3.2)
∏

v∈S

n∏

i=1

|liv(x)|v
|x|v

<

(
∏

v∈S
| det(l1v, . . . , lnv)|v

)
· H(x)−n−δ .

Then the following assertions hold:

(i) There are proper linear subspaces T1, . . . , Tt1 of Kn, with

t1 ≤ (260n2 · δ−7n)s log 4D · log log 4D

such that every solution x ∈ Kn of (3.2) satisfying H(x) ≥ H belongs
to T1 ∪ · · · ∪ Tt1 .

(ii) There are proper linear subspaces S1, . . . , St2 of Kn, with

t2 ≤ (150n4 · δ−1)ns+1(2 + log log 2H)

such that every solution x ∈ Kn of (3.2) satisfying H(x) < H belongs
to S1 ∪ · · · ∪ St2 .

We also need the following theorem of W. M. Schmidt [23] concerning the
zero multiplicity of a nondegenerate recurring sequence.

Theorem 3.2 (W. M. Schmidt). Suppose that (Gn)n∈Z is a nondegener-
ate linear recurring sequence of complex numbers, whose characteristic poly-
nomial has k distinct roots of multiplicity ≤ a. Then the number of solutions
n ∈ Z of the equation

Gn = 0,

can be bounded by

A(k, a) = e(7ka)8ka

.

(This number of solutions is called the zero multiplicity of the recurrence.)

Finally, we need some results from the theory of algebraic function fields,
which can be found in the monographs of Eichler [7] and Iwasawa [10], namely
the theory of Puiseux expansions.

Let K be an algebraic number field, which is generated over the field
of rational numbers Q. We assume that f(x, y) is an absolutely irreducible
polynomial in x and y, with coefficients in the algebraic number field K, that
is f is irreducible over the algebraic closure K̄ of K. We denote by F the field
obtained by adjoining a root of f(x, y) to K̄(x), the field of rational functions
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in x with coefficients in the algebraic closure of K. Then F is an algebraic
function field over the algebraically closed field K̄ of characteristic 0.

Theorem 3.3 (Puiseux’s Theorem). Let F be an algebraic function field
over an algebraically closed field K̄ of characteristic 0, given by f(x, y) = 0.
For simplicity we suppose f(x, y) to be monic in y. Let us denote by n = [F :
K̄(x)] the degree of F over K̄(x). Then with every element ξ ∈ K there are
associated r = r(ξ) ≤ n natural number ei = ei(ξ) whose sum is

e1 + · · ·+ er = n;

similar numbers ei(∞) are associated with the symbol ξ =∞. These numbers
have the following meaning: Setting

(3.3) zξ = x− ξ, z∞ = 1/x,

the irreducible equation f(x, y) = 0 satisfied by an arbitrary function y of F
over K̄ has for solutions the r = r(ξ) power series

(3.4) yi =

∞∑

k=vi

aik( ei(ξ)
√
zξ)

k, aivi 6= 0, i = 1, 2, . . . , r(ξ).

With a primitive eith root of unity ζ form

(3.5) yij =
∑

k

aikζ
jk( ei(ξ)

√
zξ)

k, j = 0, . . . , ei(ξ)− 1;

then the left side of f(x, y) = 0 is identical with

(3.6) f(x, y) =
∏

j,i

(y − yij).

The coefficients aik are elements of a finite field extension K ′ of K, and their
images under isomorphisms of K ′ give permutations of the yij in (3.6). The
power series have respective radii of convergence 6= 0.

Let us mention that the theory of Puiseux expansions is equivalent to the
valuation theory. The numbers ei(ξ), i = 1, . . . , r(ξ) are called ramification
indices related to the place generated by zξ = x − ξ, respectively z∞ = 1/x
in the rational function field K̄(x).

We also want to state an explicit form of the last theorem, which enables
us to derive estimates for the coefficients of the Puiseux expansions of an
algebraic function and which is due to Coates (cf. [3]).

We introduce the following notation first. If α is an algebraic number,
then degα, δ(α), h(α) denote respectively the degree of α, the least posi-
tive rational integer such that δ(α)α is an algebraic integer, and the max-
imum of the absolute values of the conjugates of α, and we put σ(α) =
max{degα, δ(α), h(α)}. Let f(x, y) be as above and let the maximum of the
absolute values of the conjugates of the coefficients of f(x, y) be at most f ,
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where f ≥ 2, and let f(x, y) have degree m and n in x and y, respectively.
Put N = max{n,m, 3}.

Theorem 3.4 (Explicit Puiseux’s Theorem, Coates). Let F be an alge-
braic function field over an algebraically closed field K̄ of characteristic 0,
given by f(x, y) = 0. Let ξ ∈ K and Ai (1 ≤ i ≤ r = r(ξ)) be the valua-
tions of F extending the valuation of K̄(x) defined by x− ξ, and let ei be the
ramification index of Ai. We write

y =
∞∑

k=0

wik(x− ξ)k/ei

for the Puiseux expansion of y at Ai. Then the coefficients wik (1 ≤ i ≤ r, k =
0, 1, . . .) are algebraic numbers, and the number field K ′ obtained by adjoining
ξ and these coefficients to K has degree at most (N deg ξ)N over K. Further,
K ′ is generated over K by ξ and wik (1 ≤ i ≤ r, 0 ≤ k ≤ 2N4). Finally, there
exists a positive rational integer ∆ such that ∆k+1wik (1 ≤ i ≤ r, k = 0, 1, . . .)
is an algebraic integer with

(3.7) max{∆k+1,∆k+1h(wik)} ≤ Λk+1,

where Λ = (fσ(ξ))µ, µ = (N4n deg ξ)3N4

.
Let Qi (1 ≤ i ≤ r(∞)) be the valuations of F extending the valuation of

K̄(x) defined by 1/x. Let ei be the ramification index of Qi, and let

y =

(
1

x

)−m ∞∑

k=0

wik

(
1

x

)k/ei

be the expansion of y at Qi. Then the coefficients are algebraic numbers, and
the number field K ′ obtained by adjoining them to K has degree at most NN

over K. Further K ′ is generated over K by the wik (1 ≤ i ≤ r, 0 ≤ k ≤ 2N4).
Finally, there exists a positive rational integer ∆ such that ∆k+1wik (1 ≤ i ≤
r, k = 0, 1, . . .) is an algebraic integer with

(3.8) max{∆k+1,∆k+1h(wik)} ≤ Λk+1,

where Λ = fµ, µ = (N4n)3N4

.

The value Λ is called the Eisenstein constant, due to Eisenstein who first
proved the qualitative statement from above. Let us mention that improve-
ments on the Eisenstein constant (at least in special cases) can be found in
[20, 6].

We want to remark that the proof of the last theorem yields an algorithm
for the actual determination of the coefficients of the Puiseux expansion of
an algebraic function. In fact, for the proof one constructs polynomials pi(w)
with coefficients in the field obtained by adjoining the first i coefficients of
the Puiseux expansion in question, such that the (i+ 1)st coefficient is a root
of pi(w). From this sequence of polynomials everything follows (see [3]).
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4. Proof of the Main Theorem

First of all we can assume that f(z, x) = 0 depends on z and x, otherwise
the assertion of our Theorem 2.1 would be trivially true. We can also suppose
without loss of generality that f(z, x) is absolutely irreducible. Otherwise we
can find a finite extension field L of K such that f(z, x) splits into a product
of absolutely irreducible factors in L[z, x]. Then we can proceed with each of
those factors as below and sum up the number of solutions to get the final
result. So let us denote by F the function field obtained by adjoining a root
of f(z, x) = 0 to K̄(z), where K̄ denotes the algebraic closure of K.

Moreover, we may assume that α1, . . . , αt generate together a torsion-free
multiplicative group. Because otherwise, if q is the order of the torsion in the
multiplicative group generated by the roots, then for each r = 0, 1, . . . , q − 1,
the recurrences Gnq+r have roots generating a torsion-free group. Thus, we
can proceed by considering each of these cases separately and sum up the
resulting bounds. Observe that by the assumption that the characteristic
roots are nondegenerate, the number of characteristic roots of Gnq+r is always
≥ 2.

We work only in the case |α1| > 1 and consider the Puiseux expansion
at z =∞ of the solution x = x(z) of f(z, x) = 0. The arguments in the case
|α1| < 1 are completely analogous and use the expansion at z = 0.

In the sequel C1, C2, . . . will denote positive numbers depending only on
f(z, x) and on λ1 and on the Pi, αi.

According to Theorem 3.2 the number of solutions of (1.5) of the form
(n, 0), n ∈ N can be estimated by

C2 = A(t, a) = e(7ta)8ta

,

where a = max{degPi | i = 2, . . . , t}. Observe that this follows from the
fact that (Gn) is nondegenerate. Consequently, we can restrict ourselves to
solutions of the form (n, x) ∈ N×K with x 6= 0. These solutions are denoted
by (n, xn) ∈ N×K with n ∈ Σ, where Σ is a set of positive integers.

Now by Puiseux’s Theorem 3.3 we can conclude that

f(z, x) =
∏

j,i

(x− xij),

where

xij =
∞∑

k=vi

aikζ
jk

(
1

z

) k
ei

,

for j = 0, . . . , ei − 1, i = 1, 2, . . . , r and where e1, . . . , er are the ramification
indices of the valuations extending 1/z to the function field F . Furthermore
by the Explicit Puiseux’s Theorem 3.4 we get that all coefficients lie in a fixed
finite extension field K ′ of K and we have

h(aikζ
jk) ≤ Λk−vi+1,
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for j = 0, . . . , ei − 1, i = 1, 2, . . . , r and where Λ denotes the Eisenstein
constant. Therefore for each solution (n, xn) of (1.5) we get

(4.1) xn =

∞∑

k=w

βkG
− k

e
n ,

for some w, e and βk with

|βk| ≤ Λk−w+1

for all k = 1, 2, . . ., which lie in a fixed finite extension of K. In what follows
we will only consider those n, lying in a subsequence R ⊆ Σ, for which the
same expansion occurs. The final number is just the sum of all numbers
obtained by all those expansions.

Let us remark that for n > C3 (which will be specified later) the above
series converges absolutely; this is because

|Gn| = |λ1α
n
1 + . . .+ Pt(n)αnt | = |λ1||α1|n

∣∣∣∣∣1 +

t∑

j=2

Pj(n)

λ1

(
αj
α1

)n ∣∣∣∣∣

≥ |λ1||α1|n
∣∣∣∣∣1−

t∑

j=2

∣∣∣∣
Pj(n)

λ1

∣∣∣∣
∣∣∣∣
αj
α1

∣∣∣∣
n

︸ ︷︷ ︸
≤1/2 for n>C3

∣∣∣∣∣ ≥
|λ1|
2
|α1|n −→∞,

because |α1| > 1. Thus

∞∑

k=w

|βk||Gn|−k/e ≤
∞∑

k=w

Λk−w+1

( |λ1|
2
|α1|n

)−k/e

= Λ−w+1
∞∑

k=w

(
Λ

( |λ1|
2
|α1|n

)−1/e

︸ ︷︷ ︸
≤1/2 for n>C3

)k
<∞,

converges, if n > C3 is satisfied.
Since |α1| > |αi| for i = 2, . . . , t, we have binomial expansions

G
− k

e
n = λ

− k
e

1 α
− kn

e
1

(
1 +

t∑

i=2

Pi(n)

λ1

(
αi
α1

)n)−k
e

= λ
− k

e
1 α

− kn
e

1

∞∑

r=0

(−ke
r

)( t∑

i=2

Pi(n)

λ1

(
αi
α1

)n)r
,

for some choice of the eth roots of λ1 and α1, which we may assume to be
fixed for all n ∈ R. Because of the fact that∣∣∣∣∣

t∑

i=2

Pi(n)

λ1

(
αi
α1

)n∣∣∣∣∣ ≤
g

|λ1|
nacn < 1,
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where c := max{|αj/α1| | j = 2, . . . , t} and g is t times the maximum of
the absolute values of the coefficients of the Pi, i = 2, . . . , t, if n > C3, the
expansion converges again absolutely for large n.

Next we are going to approximate xn by a finite sum extracted from the
Puiseux expansion (4.1). We define

Hn :=

H∑

k=w

βkλ
− k

e
1 α

− kn
e

1

H∑

r=0

(−ke
r

)( t∑

i=2

Pi(n)

λ1

(
αi
α1

)n)r
,

where H ≥ 1 is an integer to be chosen later. We may write

Hn =

h∑

j=1

τj(n)γnj , n ∈ R,

where the τj(n) ∈ K̄[n] and the γj are distinct and lie in the multiplicative

group generated by α
1/e
1 and α2, . . . , αt. Clearly Hn is nondegenerate, in fact

the roots γj again generate a torsion-free group. Moreover, we have

(4.2) h ≤ C4(H) :=

(
t+H

H

)
(H + 1− w),

where C4(H) means that the constant depends also on H .

We enlarge K at once and assume that it contains all the α
1/e
i and all

the coefficients βj in the Puiseux series. In particular, we may assume that
K contains all the coefficients of τj and the γj .

Next we estimate the approximation error we make, when we approximate
xn through Hn. We have

|xn −Hn| =
∣∣∣∣∣xn −

H∑

k=w

βkλ
− k

e
1 α

− kn
e

1

H∑

r=0

(−ke
r

)( t∑

i=2

Pi(n)

λ1

(
αi
α1

)n)r∣∣∣∣∣

≤
∣∣∣∣∣

H∑

k=w

βkλ
− k

e
1 α

− kn
e

1

∞∑

r=H+1

(−ke
r

)( t∑

i=2

Pi(n)

λ1

(
αi
α1

)n)r∣∣∣∣∣

+

∣∣∣∣∣

∞∑

k=H+1

βk λ
− k

e
1 α

− kn
e

1

∞∑

r=0

(−ke
r

)( t∑

i=2

Pi(n)

λ1

(
αi
α1

)n)r

︸ ︷︷ ︸
=G

−k/e
n

∣∣∣∣∣

≤
H∑

k=w

Λk−w+1|λ1|−
k
e |α1|−

wn
e 2(H + 1)H+1

∣∣∣∣∣

t∑

i=2

Pi(n)

λ1

(
αi
α1

)n∣∣∣∣∣

H+1

+

∞∑

k=H+1

Λk−w+1

( |λ1|
2
|α1|n

)−k/e
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≤
H∑

k=w

Λk−w+1|λ1|−
k
e |α1|−

wn
e 2(H + 1)H+1

(
g

|λ1|
nacn

)H+1

+ Λ−w+1

(
Λ
(

|λ1|
2 |α1|n

)−1/e
)H+1

1− Λ

( |λ1|
2
|α1|n

)−1/e

︸ ︷︷ ︸
≤1/2 for n>C3

≤ 2ΛH−w+1λ̃(H + 1)H+1gH+1na(H+1)|α1|−
wn
e c̃n(H+1),

where

λ̃ := max
{
1, |λ1|−

w
e −H−1, |λ1|−

H
e −H−1, |λ1|−

H+1
e

}

and c̃ := max{c, |α1|−1/e}. Observe that we have c̃ < 1. Moreover, observe
that we have used∣∣∣∣∣

∞∑

r=H+1

(−ke
r

)
zr

∣∣∣∣∣ ≤

≤
∞∑

r=H+1

|k|
er

(
1 +
|k|
e

)(
1 +
|k|
2e

)
· · ·
(

1 +
|k|

(r − 1)e

)
|z|r

≤
∞∑

r=H+1

(
1 +
|k|
e

)r
|z|r ≤

∞∑

r=H+1

(H + 1)r|z|r ≤ (H + 1)H+1|z|H+1

1− (H + 1)|z|

≤ 2(H + 1)H+1|z|H+1,

if H > −w (which implies |k| ≤ H) and if

|z| ≤ g

|λ1|
nacn ≤ 1

2(H + 1)
≤ 1

2
,

which is possible if

n > C3 :=

= max

{
2
log 2(H+1)g

|λ1|
log 1

c

+ 2 max

{
a

log 1
c

log
a

log 1
c

, 15

}
,
e log 2Λ− log |λ1|

2

log |α1|

}
,

to estimate the tail of the above series. Observe that we have used a Lemma
of Pethő and de Weger (cf. [18],[27, Appendix]) to obtain the first part of the
above lower bound.

For later purposes we need an estimate of |xn|. For n larger than the
constant C3 we obtain in the same fashion as above

(4.3) |xn| =
∣∣∣∣∣

∞∑

k=w

βkG
− k

e
n

∣∣∣∣∣ ≤ 2Λ−w+1g̃
|w|
e |α1|

n|w|
e ,
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where g̃ := max{1, |λ1|, g}.
We choose H so that

(4.4) c̃H+1|α1|−
wn
e +

|w|n
e < 1.

To get this, we must have

H > max

{
1,

2|w| log |α1|
e log 1

c̃

− 1,−w
}
.

Observe that from now onH is fixed and therefore also h, τi(n), γi, i = 1, . . . , h
are fixed. Also, we choose a finite set S so that it contains all infinite absolute
values of K. Moreover we require that all the αj , λ1 and all coefficients of
the Pj(n), all the nonzero coefficients of f(z, x) are S-units, which means that
the | · |v of those values = 1 for each v /∈ S. In particular, with this choice all
γj are S-units. Also, the Gn are S-integers, that is |Gn|v ≤ 1 for each v /∈ S,
and f(z, x) is monic in x; therefore, the xn too are S-integers, in view of the
equations f(Gn, xn) = 0. We denote by s the cardinality of S. Clearly, it is
possible to choose s ≥ h.

Let us introduce a notation: for a ∈ K we write

hs(a) = max{|a|v | v ∈ S},

for the S-height of a. Observe that we have

hs(a) ≤
∏

v∈MK

max{1, |a|v} ≤ H(1, a).

For a polynomial p with coefficients in K, hs(p) denotes the maximum of the
S-heights of the coefficients. In the same fashion, we define hs(p1, . . . , ph).

We shall apply Theorem 3.1, so let us define, for every v ∈ S, h + 1
independent linear forms in X := (X0, . . . , Xh) as follows: put

L0,∞(X) = X0 +X1 + · · ·+Xh

and for v ∈ S, 0 ≤ i ≤ h, (i, v) 6= (0,∞) put

Li,v(X) = Xi.

Here ∞ denotes the infinite absolute value, which coincides with the complex
absolute value in the embedding of K in C. We have

H(Li,v) ≤
√
h+ 1

for v ∈ S, i = 0, . . . , h. Furthermore K(Li,v) = K and therefore

[K(Li,v) : K] = 1 ∀v ∈ S, i = 0, . . . , h.
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Moreover, we have

det(L0,v, . . . , Lh,v) =

∣∣∣∣∣∣∣∣∣∣∣

1 0 0 . . . 0
1 1 0 . . . 0
1 0 1 . . . 0
...

...
...

...
1 0 0 . . . 1

∣∣∣∣∣∣∣∣∣∣∣

= 1,

which yields

| det(L0,v, . . . , Lh,v)|v = 1 ∀ v ∈ S.
For n ∈ P define the vectors xn = (−xn, τ1(n)γn1 , . . . , τh(n)γnh ) ∈ Kh+1

and consider the double product

∏

v∈S

h∏

i=0

|Li,v(xn)|v
|xn|v

.

By putting

σ = −xn + τ1(n)γn1 + . . .+ τh(n)γnh = L0,∞(xn),

we can rewrite the double product as

|σ|∞


 ∏

v∈S\{∞}
|xn|v



(
∏

v∈S

h∏

i=1

|τi(n)γni |v
)(

∏

v∈S
|xn|v

)−(h+1)

.

Observe that xn is an S-integer and that, due to our choice of S, the γni are
S-units for i ≥ 1. In particular, this implies

(4.5)
∏

v∈S

h∏

i=1

|τi(n)γni |v =
∏

v∈S

h∏

i=1

|τi(n)|v ≤ (aH + 1)hsh
hs

s (τ1, . . . , τh)n
aHhs

and

(4.6)
∏

v∈S\{∞}
|xn|v =

∏

v/∈S
|xn|v · |xn|∞ ≤ |xn|,

where we have used the product formula (3.1) and (4.3). We want to remark
that the τi(n) have degree at most aH . Therefore we get using the bound for
the approximation error, (4.5) and (4.6)

∏

v∈S

h∏

i=0

|Li,v(xn)|v
|xn|v

≤ C5n
C6Cn7 c̃

n(H+1)

(
∏

v∈S
|xn|v

)−(h+1)

,

where

C5 := 4ΛH−2w+2(aH + 1)hs ((H + 1)g)
H+1

λ̃g̃
|w|
e h

hs

s (τ1, . . . , τh),

C6 := a(H +Hhs+ 1),

C7 := |α1|−
w
e + |w|

e ,
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respectively.
Last we need an upper bound for H(xn). We have

H(xn) ≤
∏

v∈S
|xn|v ≤

√
h+ 1

∏

v∈S
max{|xn|v, |τ1(n)γn1 |v, . . . , |τh(n)γnh |v},

where we have used again our choice of S and the fact that two norms on
Kh+1 are equivalent. We need an estimate for |xn|v and we derive it from the
equation f(Gn, xn) = 0. Observe that we trivially have an estimate

|Gn|v ≤ ths(λ1, P2, . . . , Pt)n
ahs(α1, . . . , αt)

n.

On the other hand, we can estimate the absolute value of the roots of an
equation in terms of the absolute value of the coefficients. We finally obtain

|xn|v ≤ N2hs(f)tNhs(λ1, P2, . . . , Pt)
NnaNhs(α1, . . . , αt)

nN ,

where N denotes the total degree of f(z, x). Moreover we have

|τi(n)γni |v ≤ (aH + 1)hs(τ1, . . . , τh)n
aH+1hs(γ1, . . . , γh)

n,

for all i = 1, . . . , h. Consequently we get

(4.7) H(xn) ≤ C8n
C9Cn10,

where s denotes the cardinality of S. Let us point out that the constants

C8 :=
√
h+ 1max{N2hs(f)tNhs(λ1, P2, . . . , Pt)

N , (aH + 1)hs(τ1, . . . , τh)}s,
C9 := max{aN, aH + 1}s,
C10 := max{hs(α1, . . . , αt)

N , hs(γ1, . . . , γh}s

do not depend on n.
We now choose 0 < δ < 1 so that

(4.8) c̃H+1C7C
δ
10 < 1.

This will be possible for small δ in view of (4.4), namely for

δ <
log
(
c̃H+1C7

)−1

logC10
.

In view of the bound for the double product we derived and (4.7), the
verification of (3.2) of the Quantitative Subspace Theorem 3.1 will follow from

C5n
C6
(
c̃H+1C7

)n
<
(
C8n

C9Cn10

)−δ
,

which is the same as

nC6+δC9
(
c̃H+1C7C

δ
10

)n
<
(
C5C

δ
8

)−1
.

However, this latter inequality follows from (4.8) for

n ≥ C11 := 2
log
(
C5C

δ
8

)
+ (C6 + δC9)

(
log (C6 + δC9) + log

(
c̃H+1C7C

δ
10

))

log
(
c̃H+1C7Cδ10

)−1 ,
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(for a = 0 the formula is true with log(0) = 0) which follows again by a
Lemma of Pethő and de Weger (cf. [18],[27, Appendix]).

Therefore, by the Quantitative Subspace Theorem 3.1, there exist finitely
many non-zero linear forms Λ1(X), . . . ,Λg(X) with coefficients in K̄ and with

g ≤ C12 := (260(h+1)2 · δ−7(h+1))s(3 + log log 2
√
h+ 1),

such that each vector xn is a zero of some Λj .
Suppose first Λj does not depend on X0. Then, if Λj(xn) = 0, we have a

nontrivial relation
h∑

i=1

uiτi(n)γni = 0, ui ∈ K̄, i = 1, . . . , h.

By Theorem 3.2 this can hold for at most a finite number of n. More precisely,
we can conclude that the number of those solutions can be bounded by a
constant

C13 := A(h, aH) = e(7haH)8haH

,

since the γi are nondegenerate.
Suppose that Λj depends on X0 and that Λj(xn) = 0. Then we have

(4.9) xn =

h∑

i=1

viτi(n)γni , vi ∈ K̄, i = 1, . . . , h.

Substituting this into f(z, x) = 0 we get

(4.10) f

(
Gn,

h∑

i=1

viτi(n)γni

)
= 0.

Equation (4.10) cannot hold identically because of the assumption of the
Theorem. Moreover, the series staying on the left hand side of (4.10) is a
nondegenerate linear recurring sequence. Hence,

|{n|n satisfies (4.10)}| < C14 := A(C15, C16),

where

C15 :=

(
t+N

N

)
·
(
h+N

N

)
and C16 := a(H + 1)N

also in this case, because the left hand side of (4.10) defines a nondegenerate
linear recurring sequence and the conclusion follows again by Theorem 3.2.
Observe that from the assumption that the α1, . . . , αt generate a torsion-free
group, we conclude the nondegeneracy.

Then the number of solutions of (1.5) can be bounded by

C2 +

r∑

i=1

ei−1∑

j=0

[C12(C13 + C14) + max{C3, C11}] ,
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where the constants in the sum clearly can depend on i, j. This completes the
proof.

5. Proof of the Corollaries

Proof of Corollary 2.10. This follows readily from Theorem 2.1 in
form of Corollary 2.7 and a result, mentioned in the introduction, which is due
to Shorey and Stewart [25, Theorem 3]. Let us remark that by Eisenstein’s
criterion for absolutely irreducibility the polynomials f(z, x) = xq − z are
absolutely irreducible for all q. Moreover, observe that Gn − λ1α

n
1 6= 0,

because of our assumption t ≥ 2.

Proof of Corollary 2.12. Let d be the degree of α1 over Q. Using
a result of Shorey and Stewart [25, Corollary 1], also mentioned in the in-
troduction, we can conclude that the number of solutions n, x and q with
n ≥ 0, |x| > 1, and

q > max

(
d log |α1|

log(|α1|/max(1, |α2|))
, d+ r

)

of the equation
Gn = xq + T (x)

is finite. It remains to show that the number of solutions n, x and q with
n ≥ 0, |x| > 1 and

1 ≤ q ≤ max

(
d log |α1|

log(|α1|/max(1, |α2|))
, d+ r

)

is also finite. But this follows now from our Theorem 2.1. Observe that only
for the solutions with small q, an upper bound for the number of solutions
can be given.
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[15] A. Pethő, Perfect powers in second order recurrences, Topics in classical number
theory, Vol. I,II, Proceedings of the Conference in Budapest 1981, Colloq. Soc. János
Bolyai 34, North-Holland, Amsterdam, 1217–1227.
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