ABSTRACT

A novel pedestrian detection system based on vision in urban traffic situations is presented to help the driver perceive the pedestrian ahead of the vehicle. To enhance the accuracy and to decrease the time spent on pedestrian detection in such complicated situations, the pedestrian is detected by dividing their body into several parts according to their corresponding features in the image. The candidate pedestrian leg is segmented based on the gentle AdaBoost algorithm by training the optimized histogram of gradient features. The candidate pedestrian head is located by matching the pedestrian head and shoulder model above the region of the candidate leg. Then the candidate leg, head and shoulder are combined by parts constraint and threshold adjustment to verify the existence of the pedestrian. Finally, the experiments in real urban traffic circumstances were conducted. The results show that the proposed pedestrian detection method can achieve pedestrian detection rate of 92.1% with the average detection time of 0.2257 s.
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1. INTRODUCTION

With the increase of automobile ownership and rapid development of transportation infrastructures, numerous traffic accidents have done great damage to human lives and properties, as well as to national economies every year all over the world. Therefore, the necessity to avoid traffic accidents, as well as improve automobile safety, has aroused much concern by governments and social organizations. Among these traffic accidents, pedestrians are the most vulnerable road users and are more likely to suffer from those accidents under urban transportation environments. The crashes between vehicle and pedestrian kill many lives each year. The World Health Organization (WHO) has found that almost half of the estimated 1.24 million people who get killed in road traffic crashes every year are pedestrians (22%), motorcyclists (23%) and cyclists (5%) [1]. According to the statistics from the National Highway Traffic Safety Administration (NHTSA), an estimated 5,615,000 police-reported crashes in 2012 resulted in 4,743 pedestrians killed and 76,000 pedestrians injured which accounts for 14.1% and 3.2%, respectively [2].

As for China, the traffic situation is not satisfactory. China is a typical mixed traffic dominated country with complex and diversiform traffic road circumstance. It is common to see street scene of China with both pedestrians and vehicles, which worsens the problem of pedestrian safety in China. The rapid rate of motorization taking place in China means that road traffic crashes and associated non-fatal and fatal injuries will soon become a bigger societal and public safety problem than before in the absence of appropriate road traffic crash prevention measures [3]. Currently, the pedestrians have ranked second to drivers as priority population requiring protection. According to the report of the China Ministry of Public Security, there were 219,521 road traffic accidents in 2010, resulting in 16,281 pedestrians killed and 44,629 pedestrians injured, which accounts for 25.0% and 17.6%, respectively [4].

Fortunately, many countries have carried out their laws and regulations to protect pedestrians and other
vulnerable road users [5]. In order to protect vulnerable pedestrians’ safety effectively, automobile safety should be improved accompanied by drafting and implementing laws in relation to these problems. Automobile safety technology consists of active safety and passive safety technology [6]. Automobile passive safety technology aims at preventing or minimizing injury when a crash is unavoidable. The automobile active safety technology is helpful to reduce the chance of a crash by providing the driver with better means of controlling the automobile and avoiding hazards. Šimunović [7] indicated that it is important to integrate the pedestrian traffic with the future of intelligent transport system architecture on time.

With an aim trying to protect pedestrians from being hurt and avoiding great damage when the crashes happen, studies of automobile passive safety technologies mainly concentrate on pedestrian-friendly vehicle design, collision bumper, biomechanics, crash reconstruction analysis, and so on. For example, Kopczynski et al. [8] validated the design of the frontal pedestrian protection system. Matsui et al. [9] studied the performance of the collision damage mitigation braking system to evaluate the effect of reducing impact velocity on mitigating pedestrian injury. The goal of automobile active safety designs for pedestrian protection is to avoid a pedestrian crash or reduce the impact speed based on the pedestrian detecting results [10]. Broggi et al. [11] presented a pedestrian protection system based on a scenario-driven search method to locate potentially dangerous situations by considering the information coming from vision and laser sensors. Rosén et al. [12] indicated that the effectiveness of reducing fatally injured pedestrians in frontal collisions with cars reached 40% at a field of view of 40° by introducing the autonomous brakes. Keller et al. [13] presented an active pedestrian safety system by detecting the pedestrian based on stereo vision and control the vehicle by automatic braking and evasive steering. Studies show that effective active crash avoidance measures combining perfect active safety system applied to automobile can provide greater possibility of implementing additional passive deployable features to ensure better protection for pedestrians, such as bumper airbag and hood leading edge airbag. However, the reliability and effectiveness of such active sensing system should be enhanced.

This paper presents a novel pedestrian detection system based on vision to realize active pedestrian protection in urban traffic situations. Currently, the key technology of pedestrian detection is to find out discriminative features to distinguish pedestrians from the background. Previous studies concentrated on utilizing local filters to select the most appropriate feature subset from pixel intensities, such as Haar wavelet features [14]. Recent studies have demonstrated the superiority of adaptive local pixel or edge field features over non-adaptive Haar wavelet features when identifying a pedestrian. For example, Lowe [15] presented the selected image region with an associated descriptor named scale invariant feature transform (SIFT) to recognize a pedestrian with clutter and occlusion. Inspired by SIFT, Dalal and Triggs [16] introduced histograms of oriented gradient (HOG) features, which are particularly suited for human detection in images. HOG and variant of HOG features have gained much concern because of their efficiency, such as PCA-HOG [17] and HOG-LBP [18] features. In 2012, Armanfard and Komeili [19] announced that collect local binary pattern (LBP) in vertical edges can do better in detecting pedestrians as they found that pedestrian tends to show distinctive vertical edges in an image. Though these features show good recognition performance to certain pedestrian datasets, they are time-consuming because of the high dimensionality of the feature vectors, which is not suitable to real-time automobile safety system. Actually, urban traffic situations are complex and the pedestrians are diverse and random, and using one type of feature subset to realize overall pedestrian is challenging. Therefore, many scholars showed their detecting methods using information fusion. For example, Zhang et al. [20] trained the classifiers by SVM and AdaBoost combined HOG and Edgelet features to detect pedestrians and the detection of pedestrians in infrared images has proven to perform well. Sun et al. [21] mixed the simplified HOG and LBP features for pedestrian detection.

Studies show that the multi-feature fusion can do a lot to increase the pedestrian detection precision. But further research still needs to be done to determine which feature is appropriate for the detection of the human body and its parts, such as the leg and the head. Still, there is a lot of work which needs to be done to deal with the classification accuracy and the detecting speed by designing the composite structure of classifier to make full use of each feature or each body part [22]. To utilize the appropriate features of each body part and to enhance the detection precision, this paper presents a body part based pedestrian detection.

The remainder of this paper is arranged as follows. Section 2 briefly introduces the body part based pedestrian detection procedure utilizing the look-up table gentle AdaBoost to train the optimized HOG features and template matching method. Experiments are presented in Section 3. Section 4 concludes the paper and gives some future works.

2. METHODOLOGY

2.1 Leg detection based on optimized HOG features

Current studies mainly concentrate on the full body detection utilizing discriminative features, such as HOG, HOG-LBP and Haar-like features. In Dalal’s work
[16], each detection window is divided into cells of 8×8 pixels and each group of 2×2 cells are integrated into a block. Descriptors in blocks are represented by a 36D feature vector. Each 64×128 detection window is represented by 7×15 blocks, giving a total of 3,780 dimensional feature vectors per detection window. Obviously, the computation is large either in the feature extraction or classifier training.

Actually, employing different feature extraction methods according to the visual characteristics of different body parts will get more remarkable detection effects, especially for the pedestrian legs. When legs occupy the most part of the image, the edges are more obvious and histograms will show a maximum value in certain gradient orientation. A peak value will appear in certain gradient directions and gradient amplitude, while the background of the region where the legs exist is usually road surface image. In this paper, the optimized HOG features are applied to segment the pedestrian’s legs, which is calculated in the bottom half of the detection window (64×64). Following the same direction of projection. The process of this projection separates different kinds of samples by changing the optimal projecting direction can be achieved by [24]

\[
\begin{align*}
\bar{m} &= \frac{1}{n} \sum_{i=1}^{n} w_i f(x_i) \\
\mathbb{S} &= \frac{1}{(n-1) \sum_{i=1}^{n} w_i^2} \sum_{i=1}^{n} w_i^2 (f(x_i) - \bar{m})(f(x_i) - \bar{m})^T \\
a^* &= (\mathbb{S}^{-1} + \mathbb{S}^{(2)})^{-1} (\bar{m}^{(1)} - \bar{m}^{(2)})
\end{align*}
\]

where \(w_i\) represents the weight of sample \(i\), \(f(x_i)\) is the vector feature for sample \(i\), \(n\) is the number of the sample, \(\bar{m}^{(1)}\) and \(\bar{m}^{(2)}\) are the intra-class mean values of pedestrian and non-pedestrian samples respectively, \(\mathbb{S}^{(1)}\) and \(\mathbb{S}^{(2)}\) are the intra-class weighted covariance matrices of pedestrian and non-pedestrian samples, respectively, \(a^*\) is the best weighted projecting direction.

To enhance the expressive abilities of the weak classifiers, gentle AdaBoost algorithm is adopted to train those optimized HOG features. The gentle AdaBoost algorithm is a variant of the powerful boosting learning technique, which has a higher detection rate and a lower false positive rate than the basic discrete AdaBoost [25]. The output function of each weak classifier can be given as

\[
h_i(x) = P_i(y = +1|x) - P_i(y = -1|x)
\]

where \(h_i(x)\) is the weak classifier, \(P_i(y=1|x)\) and \(P_i(y=-1|x)\) are the weighted probabilities when the sample with feature vector \(x\) belongs to the pedestrian and non-pedestrian samples.

Then the final classifier can be defined as

\[
H_i(x) = \text{sign} \left[ \sum_{t=1}^{T} h_i(x) \right]
\]

where \(T\) is the number of training times and \(H_i(x)\) is the final strong classifier for pedestrian leg detection.

To train the classifier utilizing the gentle AdaBoost algorithm, a look-up table (LUT) algorithm is adopted to estimate the posterior probability. According to the principle of LUT algorithm, the feature values of the sample are divided into a certain number of non-intersected subsets. For a sample with eigenvalue \(x\), the output of the weak classifier is the difference between the weighted probabilities of pedestrian and non-pedestrian samples. Obviously, the output of LUT weak classifier is a real value representing confidence coefficient which is more adaptive to the distribution of samples and helps to enhance the classifying precision [26].

After performing the weighted linear discriminant analysis, the HOG features are projected into one dimension. They are normalized to fall within the range of \([0, 1]\) and then they are divided into the number of \(k\) subintervals equally

\[
bin_j = [(j - 1)/k, j/k], \quad j = 1, 2, ..., k
\]

The weak classifier can be defined as

\[
\text{if } f(x) \in bin_j, \text{ then } h(x) = W_i^{(1)} - W_i^{(2)}
\]

where \(W_i^{(1)}\) and \(W_i^{(2)}\) are the conditional probability for the feature value of pedestrian and non-pedestrian samples that fall in the range of \(bin_j\), respectively, they can be achieved by

\[
\begin{align*}
W_i^{(1)} &= P_i(f(x) \in bin_j, y = +1), \quad j = 1, 2, ..., k \\
W_i^{(2)} &= P_i(f(x) \in bin_j, y = -1), \quad j = 1, 2, ..., k
\end{align*}
\]

To be specific, set \(D_i^{(1)}\) and \(D_i^{(2)}\) to be the sum of the weight value of pedestrian and non-pedestrian samples that fall in the interval of \(bin_j\), respectively
Then the conditional probabilities are

\[
\begin{align*}
P_s(f(x) \in bin, y = 1) &= \frac{D^{(1)}_i}{D^{(1)}_i + D^{(2)}_i} \\
P_s(f(x) \in bin, y = -1) &= \frac{D^{(2)}_i}{D^{(1)}_i + D^{(2)}_i}
\end{align*}
\]  

(8)

Define

\[
Bin_i^j(u) = \begin{cases} 
1 & u \in \left[ j \cdot 1/k_i, j/k_i \right) \\
0 & u \notin \left[ j \cdot 1/k_i, j/k_i \right)
\end{cases} \quad i, j = 1, 2, k
\]  

(9)

Then the weak classifier based on LUT gentle Ada-Boost can be defined as

\[
h_{u, f}(x) = \frac{D^{(1)}_i - D^{(2)}_i}{D^{(1)}_i + D^{(2)}_i} Bin_i^j(f(x))
\]  

(10)

After defining the weak classifier, the gentle Ada-Boost algorithm is utilized to train the final strong classifier from the weak classifier pool. The strong classifier is a linear combination of a series of weak classifiers selected, as shown in (3). Training is stopped when the false alarm rate on the training set reaches a given threshold.

2.2 Head and shoulder detection based on template matching

As a non-rigid target, the human body will show different gestures, which makes it hard to describe a pedestrian by a uniform model. It has been found that the variability of head contour above the shoulder tends to be very small no matter whether it is a front view or a side view. Some different kinds of template can be defined to adapt to the need of matching as the head has a certain shape in the image. Besides, the head is not easy to be occluded and can be extracted easily. This means that the template matching is very appropriate to head detection. This paper locates the head and shoulder by matching an “Ω” bitmap map above the assigned area of the detected legs, as shown in Figure 1. The size of the head and shoulder contour template is 32×28 for a 64×128 pedestrian sample. The template is a binary array which takes on the value 1 at a silhouette edge and 0 elsewhere.

Generally, template matching is realized in distance transform (DT) images. For example, Gavrila and Munder [27] converted the candidate windows to be matched in DT images during the template matching procedure. In this way the distance measure can be presented by smooth function of template transform parameters. The benefit of matching a template with the DT image rather than with the edge image is that the similarity measure will be smoother as a function of the template transformation parameters [28]. The benefit thereof is that it allows some degree of dissimilarity between the template and the object of interest in the image, which helps to improve the matching precision. Matching a template and an image involves computing the edge of the image and applying a distance transform to obtain a DT image. Figure 2 shows an example of edge image and its corresponding DT image.

![Head and shoulder contour template](image1.png)

**Figure 1 – Head and shoulder contour template**

![Result of distance transform](image2.png)

**Figure 2 – Result of distance transform**

After computing the edges of the image and conducting the distance transform, the matching process is begun by the convolution transforming the head and
shoulder template with the DT image. Chamfer matching is a special case of template matching [29]. The template F is shifted over an edge-mapped image DT and for each position the distance metric \( D_{\text{Chamfer}} \) is computed, which is defined as
\[
D_{\text{Chamfer}}(F,DT) = \frac{1}{f} \sum_{f \in F} DT(f)
\]
where \( DT(f) \) is the Euclid distance of \( f \) and corresponds to DT image.

The more similar the images are, the smaller is the Chamfer distance. To an image waiting for matching, the Chamfer distance of the region without head is greater than the region including head. The principle for choosing the template-matching region is that the region with minimum Chamfer distance is taken as the size and position of head optimum box.

To improve the template-matching precision, the matching regions are constricted by the constraints between different human body parts. Commonly, the head will not appear at the bottom or the sides of this region. Additionally, the detection of legs can be the reference for the detection of head. According to the definition of human body parts [30], the scope of template matching is limited to a region of \( 0.3h \times 0.75w \) rectangular area above the region where the legs are detected, as shown in Figure 3.

![Figure 3 - Illustration of head matching area on a pedestrian sample](image)

As shown in Figure 3, the pedestrian head can be located using the above template-matching method after the detection of pedestrian legs in the image.

### 2.3 Pedestrian detection by combining body parts detection results

The performance of classifiers can be affected by the complex edge gradients of the background which will decrease the precision of the algorithm in real world [31]. Of all the methods, the way based on multi-feature fusion can adapt to many scenes and has a higher detection rate than others. Traditional methods of feature fusion merge together different features to detect the same target. For example, Grassi et al. [32] combined different invariant features from a lidar sensor and an infrared camera to detect the pedestrian, while in this paper, different parts of the pedestrian with various features are combined to improve the pedestrian recognition ability.

In the process of pedestrian detection, the target’s legs are first positioned to have an initial position of the pedestrian. Then, a region which is similar to the pedestrian’s head will be located using the template-matching method in the specific area shown in Figure 3. The form features are transformed to numerical characteristics after analysing the difference between pedestrian’s head and the background. Then a classifier combined with support vector machine (SVM) is trained for head detection. Additionally, some false alarms can be avoided if the matching regions are restricted by body parts’ correlation constraints. Finally, the fusion of the above detecting results can judge whether the target is a pedestrian or not.

A region resembling the contour of pedestrian head is segmented after template matching. However, it is difficult to determine whether this region is a pedestrian or not by judging the Chamfer distance with a single threshold. Therefore, this kind of head feature can be converted to a numerical value that can be taken as an auxiliary judgment standard, such as circular similarity and moment of edges [33]. Then we can combine the results of head detection with the leg detection. The ideal situation for the determination of the candidate is that the decision is in agreement with that of legs. Then the target can be seen as pedestrian definitively. Actually, the determination results of head and leg detection may not match each other sometimes. Therefore, a classification threshold should be adjusted to fuse the classification results of head and leg detection, as shown in Figure 4.

According to the schematic of classification threshold adjustment, if the threshold is decreased, the feature point located in non-pedestrian side when the threshold is zero will be judged to be a pedestrian. On the contrary, the feature point located in pedestrian side when the threshold is zero will be judged to be a non-pedestrian if the threshold is increased, which means that the classification is very rigorous and the candidate pedestrian is likely to be taken as a non-pedestrian. The main purpose of the head detection is to avoid false alarm on the detection of legs. Therefore, the threshold adjustment should be based on the existence of head profile features. If no head is detected in head classifiers, rigorous threshold adjustment should be carried out to increase the decision value of legs classifiers and then another determination on legs should be done. The decision values of the legs
and head classifiers are defined as $V_1$ and $V_2$, respectively. $V_1'$ and $V_2'$ are the corresponding decision values after threshold adjustment. $T_1$ and $T_2$ is the classification threshold of leg and head, respectively; they are initialized to zero; $\alpha$ is the sum of the weighted leg weak classifiers. The steps for the adjustment interval of the legs threshold and head threshold are $S_1$ and $S_2$, which are set to be 2 and 0.5, respectively. The detailed adjustment procedure for body parts combination is shown in Figure 5.

During the pedestrian detection procedure, the pedestrian legs are first detected based on the optimized HOG features and outputs the decision value $V_1$. Then the pedestrian head is further located based on template-matching method and outputs the decision value $V_2$. The threshold is adjusted according to these decision values, as shown in Figure 5, to determine whether or not the image is a pedestrian.

3. EXPERIMENT AND ANALYSIS

Simulation experiments are performed for the proposed pedestrian detection system. The program is coded using VC++. The system runs on a PC with an Intel Dual Core 2.66GHz processor with 2GB of RAM. The camera type is Stingray F033 from AVT, installed on the intelligent vehicle prototype developed by our research group. The image from the camera, whose size is 640×480 pixels, is scaled to 320×240 pixels to detect the pedestrian. The detailed architecture of the intelligent vehicle system is presented in our previous work [34].

The training and testing pedestrian samples are selected from the INRIA pedestrian dataset and a dataset of images in urban traffic environment collected by our research group. The training samples consist of 950 pedestrian samples and 1,020 non-pedestrian samples, which are used to train the leg detection classifier. The testing samples consist of 890 pedestrian samples and 906 non-pedestrian samples, which are used to validate the leg detection classifier. The lower half parts of all sample images were scaled to 64×64 pixels, in which the legs appear mostly.

Unlike the traditional HOG based pedestrian method utilizing linear SVM to train the samples, the WLDA is adopted to reduce the dimension of HOG features and the conventional threshold weak classifiers are replaced by LUT weak classifiers. The number of weak classifiers trained by the LUK gentle AdaBoost is 28, after utilizing the WLDA to optimize the HOG features. A set of weak classifiers were selected to compose the final strong classifier to detect the pedestrian leg. To validate the performance of the leg detection based on optimized HOG features and LUT gentle AdaBoost, three different types of weak classifiers were tested.
on the tested pedestrian samples. They are the linear SVM, the WLDA with fixed threshold, and the WLDA with LUT gentle AdaBoost. The leg detection results on the testing samples are compared using the ROC curve, as shown in Figure 6. Table 1 compares the time consumption and the detection performance.

The ROC curve in Figure 6 shows that the accuracy of AdaBoost detector is improved by using LUT weak classifiers rather than fixed threshold weak classifiers. As to the time consumption, the two kinds of WLDA weak classifiers are reduced by 67.4% and 64.5%, respectively compared with linear SVM proving the great superiority in operation speed. Figure 7 displays several detection results of the pedestrian’s leg.

The validity of pedestrian detection based on body parts combination were tested on the testing samples; the results are shown in Table 2. A total of 890 pedestrian and 906 non-pedestrian samples were tested. The detection rate was 92.1% for the pedestrian samples and 95.0% for the non-pedestrian samples.

The proposed pedestrian detection method was conducted on the intelligent vehicle prototype to verify its performance in real traffic scenarios. Figure 8 shows...
As can be seen from the results, the proposed detection method can realize the single pedestrian, as well as multi-pedestrian, in different real traffic environments. Still, there are some false detections because of the complex background and the pedestrian-like disturbances, as shown in the last image of Figure 8. Usually, the false detection target may not appear and the detected pedestrian may not disappear in front of the vehicle suddenly; such false alarms can be avoided by tracking the detected pedestrian in real urban traffic circumstances.

4. CONCLUSION AND FUTURE WORK

Pedestrians are the most important and vulnerable traffic participants in urban transportation system. The necessity to protect them has aroused much attention worldwide, both in the field of automotive safety and advanced driver assistance system. This paper presents a pedestrian detection method based on combined feature of body parts. Different features are used to detect pedestrian’s different parts according to its characteristics. Unlike the traditional HOG-based pedestrian method utilizing linear SVM to train the samples, the WLDA is adopted to reduce the dimension of HOG features concentrated on the half part of the sample. The conventional threshold weak classifiers are replaced by LUT weak classifiers. Then parts constraint and classifier threshold adjustment are adopted to fuse the detected key body parts. Parts constraints help to reduce the scope of template matching as well as improve the matching precision and instantaneity. Experimental results verify the effectiveness of the proposed pedestrian detection method.

Currently, the application of vision-based automobile safety system has some key technologies to figure out, such as the reliability and robustness to different weather and illumination conditions. This work in this paper still has some shortages. The main challenge came out during the research of the precise location of pedestrian head which is due to the complex surrounding or disturbances. The key to realize head detection is to gain a region with high discriminative features. Further research should be done to extract more reliable and stable results to enhance the head detection precision. Moreover, pedestrian detection is the previous work of active pedestrian protection. How

---

### Table 1 – Time consumption and leg detection performance of different weak classifiers

<table>
<thead>
<tr>
<th>Item</th>
<th>Linear SVM</th>
<th>WLDA with fixed threshold</th>
<th>WLDA with Gentle Adaboost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection time/s</td>
<td>80.22</td>
<td>0.1982</td>
<td>0.2257</td>
</tr>
<tr>
<td>Training time/s</td>
<td>27600</td>
<td>8979.1</td>
<td>9807.9</td>
</tr>
<tr>
<td>Detection rate/%</td>
<td>92.64</td>
<td>92.23</td>
<td>93.32</td>
</tr>
</tbody>
</table>

### Table 2 – Body parts-based pedestrian detection results on testing samples

<table>
<thead>
<tr>
<th>Item</th>
<th>Pedestrian</th>
<th>Non-pedestrian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of samples</td>
<td>890</td>
<td>906</td>
</tr>
<tr>
<td>Accurately detected number</td>
<td>820</td>
<td>861</td>
</tr>
<tr>
<td>Detection rate/%</td>
<td>92.1</td>
<td>95.0</td>
</tr>
</tbody>
</table>
to analyse the hazardous status of the pedestrian according to the pedestrian trajectory still needs to be concentrated on.
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