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SUMMARY

Contemporary psychiatry is looking at affective sciences to understand human behavior, cognition and the mind in health and disease. Since it has been recognized that emotions have a pivotal role for the human mind, an ever increasing number of laboratories and research centers are interested in affective sciences, affective neuroscience, affective psychology and affective psychopathology. Therefore, this paper presents multidisciplinary research results of Laboratory for Interactive Simulation System at Faculty of Electrical Engineering and Computing, University of Zagreb in the stress resilience. Patient’s distortion in emotional processing of multimodal input stimuli is predominantly consequence of his/her cognitive deficit which is result of their individual mental health disorders. These emotional distortions in patient’s multimodal physiological, facial, acoustic, and linguistic features related to presented stimulation can be used as indicator of patient’s mental illness. Real-time processing and analysis of patient’s multimodal response related to annotated input stimuli is based on appropriate machine learning methods from computer science. Comprehensive longitudinal multimodal analysis of patient’s emotion, mood, feelings, attention, motivation, decision-making, and working memory in synchronization with multimodal stimuli provides extremely valuable big database for data mining, machine learning and machine reasoning. Presented multimedia stimuli sequence includes personalized images, movies and sounds, as well as semantically congruent narratives. Simultaneously, with stimuli presentation patient provides subjective emotional ratings of presented stimuli in terms of subjective units of discomfort/distress, discrete emotions, or valence and arousal. These subjective emotional ratings of input stimuli and corresponding physiological, speech, and facial output features provides enough information for evaluation of patient’s cognitive appraisal deficit. Aggregated real-time visualization of this information provides valuable assistance in patient mental state diagnostics enabling therapist deeper and broader insights into dynamics and progress of the psychotherapy.
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INTRODUCTION

Multidisciplinary research in affective neuroscience and affective computing supported by technological innovations are changing contemporary psychotherapy (Sander 2013). Concept proposed in this paper attempts to delegate routine tasks to computer-aided tools and means. Furthermore, available computer-aided tools and means can automatically monitor and track patient’s therapeutic progress on the basis of comprehensive multimodal signal analysis. Proposed concept is based on multimodal emotion elicitation and estimation of patients’ emotion and mood variability within session, as well as across all sessions. Patient’s awareness of better emotion regulation during psychotherapy time course should strengthen his/her cognitive appraisal and cognitive regulatory mechanisms. Increasing awareness of uncontrollable emotional behavior and potential of cognitive control of internal thoughts, sensations, and emotions is important for cognitively based stress management techniques. The training and learning of appropriate coping strategies that improve and maintain patient’s emotional stability in stressful situations are critically important for resilience building. Better regulation of induced negative emotions may reduce mood fluctuations and variability due to patients’ faster and better control of their thoughts what can make them less anxious and healthier (Cloitre et al. 2002, Rodebaugh & Heimberg 2008). Such real-time regulatory cognitive process based on patient’s enhanced ability to control their thoughts, and their more rational interpretation of trauma-related stimuli has enormous positive impact on patient’s mental health. This cognitive restructuring may help patients to become more aware of interdependency between their thoughts and their autonomic (ANS) and central nervous system (CNS) response, and intends to modify their distorted thoughts whenever they arise. Such technologically assisted patient’s cognitive restructuring based on higher awareness and better understanding of interdependency between traumatic stimuli semantics and context and corresponding multimodal features will be extremely important in modern psychotherapy. Modification of patient’s cognitive appraisal distortions can be supported by more effective real-time closed-loop stimulation strategies led by therapist and proposed computer-aided tools (Ćosić et al. 2010). Modifying maladaptive cognitions by “brain–train” exercise that reduces highly aroused brain regions using proposed tools and means is of considerable importance in treating many mental disorders.
The concept proposed in this paper and shown in Figure 1 is based on a dynamic interplay between the therapist, patient and computer-aided tools and methods for multimodal emotion elicitation and estimation. These computer-aided tools and methods are related to personalized multimodal stimuli generation, multimodal response measurement and emotion estimation.

One typical session of proposed protocol is illustrated by Figure 2. The therapist delivers a variety of audio-visual stimuli while interacting with the patient via appropriate therapeutic instructions, questions, clarifications, narratives etc., using tools for multimodal elicitation of emotion. More details regarding elicitation and estimation of the patient’s emotions are provided in subsequent sections.

The brain area that plays a key role in proposed psychotherapeutic approach is mainly focused on prefrontal cortex, i.e. a more effective “top-down” regulation of hyperexcitable limbic structures by prefrontal control systems, i.e. on more prefrontal cortex activation and amygdala-hippocampal deactivation (Gross 2007). It is also well known from neurobiological standpoint that stress impairs prefrontal cortex connections that are responsible for complex cognitive abilities (Arnsten 2009, Seung 2012) and therefore, learning and strengthening of cognitive self-regulation of emotion is extremely important in the context of stress resistance and stress resilience. Effectiveness of emotion self-regulation skills depends on prefrontal cortex and amygdala interactions, i.e. interactions between cognitive and emotional brain (Salzman & Fusi 2010), as well as on other brain regions involved in bottom-up and top-down emotion regulation (Ochsner et al. 2009, McRae et al. 2012). Ruminating stressful and traumatic events, objects and situations during emotion elicitation requires well-synchronized and timely therapist intervention, focused on strengthening the activation of patient’s orbitofrontal cortex and ventromedial prefrontal cortex (OFC/vmPFC), i.e. on the cognitive inhibition of the patient’s amygdala (Quirk & Gehlert 2003). Such psychotherapeutic sessions mainly focused on fear extinction may produce specific synaptic reinforcement which strengthens the inhibitory connections from the OFC/vmPFC to the amygdala (Sotres-Bayon et al. 2006, Akirav & Maroun 2007, Davis 2011). Therefore, more neurobiological research efforts should be focused on better understanding of positive change induced by such technologically supported emotion regulation techniques.
MULTIMODAL PERSONALIZED EMOTION ELICITATION

Multimodal elicitation of emotion combines computer multimedia e.g. pictures, natural and manmade sounds, recorded speech, written text messages, video-clips and films or virtual reality synthetic environments, with spoken narratives, as well as face-to-face conversation between the therapist and the patient. The goal of multimodal elicitation is to provide optimal personalized stimulations that support cognitive restructuring along series of psychotherapeutic sessions and enhance effectiveness of therapy. In order to achieve the necessary richness of input stimuli (Mareels 1984) during the course of psychotherapeutic sessions, the therapist engages the patient into a structured stimuli-related conversation using questions like “please describe what you are seeing”, “does this remind you on some particular situation in your life”, etc. as well as any other specific questions that help to provoke the patient’s emotions and emotion-related states. Initial psychotherapeutic session is typically related to the patient’s exposure to a variety of stimuli intended to identify the context of traumatic experience based on his/her physiological, facial, acoustic, and linguistic reactions.

The stimuli personalization is based on appropriate questionnaires and interviews related to the patient’s stressful experiences and stressful situations encountered in the past. Such questionnaires may include Life Events Checklist (Gray et al. 2004), Life Experience Survey (Sarason et al. 1978), Psychiatric Epidemio-
and anatomical networks, as well as differences due to their multimodal longitudinal individual variation, i.e. fluctuations within session and from session to session. Variety of stimuli-induced features could highly correlate with patient’s specific mental disorders. Such features, like mean value, standard deviation, latency, rise time, spectral bandwidth, increased volume of speech, changes in facial expression, other forms of motor expression, could provide huge amount of information about patient clinical progress, more information about critical turning point during psychotherapeutic sessions etc. what might be helpful in identifying patient’s specific mental problems.

Physiological signals

There is good evidence in psychophysiology that specific physiological activities are associated with related affective states (Bradley 2000). Indicators of peripheral physiological activity, such as cardiovascular activity, electrodermal activity, and electromyographic (EMG) activity, have long been used even as primary indicators of emotion (Lang 1979, Lazarus 1968).

Physiological signals, like skin conductance, electrocardiogram (ECG), heart rate, respiration rate etc., are dominantly related to the ANS activity and conscious manipulation of these signals is much harder than speech or facial emotional expressions (Kim & André 2008). From these signals a wide range of physiological features can be computed in time/frequency, entropy, geometric analysis, sub-band spectra, multi scale entropy domains etc. Typical physiological features are statistical measures such as mean, standard deviation, minimum, maximum or mean of first difference of each signal. Some additional features can be based on heart rate variability measures (Camm et al. 1996), skin conductance response measures (Boucsein 2011) etc.

Finding the dominant set of physiological features, that are the most relevant for differentiating various mental disorders is one of the main objectives of emotional state estimation based on physiology. Statistical results demonstrate that most dominant physiological features for example for emotional state of fear are related with skin conductance response (SCR): peak-to-peak amplitude and standard deviation of skin conductance signal (Lang 1995, Healey 2000). SCR varies linearly with arousal ratings (Lang 1995) and has been used as a measure of stress in anticipatory anxiety studies including studies of public speaking (Healey 2000). Computed physiological features are inputs to the emotional state estimator that transforms these inputs into the emotional state of the patient. State estimator can be obtained by using, for example, an artificial neural network (Haykin 1999), support vector machine (Cortes & Vapnik 1995), decision tree (Witten et al. 2011) etc.
Acoustic signals

Real-time analysis of patient speech features provides extremely valuable information about dynamics of patient’s emotional change during the psychotherapeutic sessions. Based on real-time analysis of patient’s speech i.e. acoustic and linguistic features, patient’s emotional variations and fluctuations can be accurately estimated, what is in some cases almost impossible to be observed by an average listener. Parameters of speech-based emotion estimation algorithms are iteratively adapted within and after each session based on individual patient’s input-output transfer function related to annotated input stimulus and corresponding speech features.

Acoustic features that contain relevant emotional information can be calculated from non-verbal cues in a patient’s utterance, including prosodic parameters like the vocal cords oscillation frequency (pitch), short-term energy contour of the speech, zero cross rate and the speech spectrum distribution (Banse & Scherer 1996, Schuller et al. 2004, Rong et al. 2009, Yun & Yoo 2012). Typical acoustic features are related to some statistical measures across the utterance like mean value, standard deviation, minimum, maximum, etc. Some additional features can be based on time duration of voiced/unvoiced/silence segments in an utterance (Schuller et al. 2004), perturbation or irregularity of pitch contour (jitter) (Banse & Scherer 1996) and speech amplitude modulation (shimmer) (Li et al. 2007) etc. Features calculated from jitter and shimmer can indicate certain patient’s mental disorders like anxiety (Fuller et al. 1992), as well as patient’s current emotional state e.g. fear (Scherer 1986). Therefore, these jitter and/or shimmer related features may be used as dominant features in phobia, panic disorder or social anxiety disorder treatments.

Facial expression

Many studies illustrate the relationship between the facial expressions and various psychiatric disorders, like recognition of schizophrenia and depression which are characterized by reduced facial activity especially in the upper face (Gaebel & Wolwer 2004). Facial expressions are shaped through muscular activity which is driven by complex neural control networks that includes both autonomous and voluntary components and different brain structures mainly in occipital and temporal lobes (Adolphs 2002).

The correspondence between the subjective emotional ratings and the presence, or absence, of specific Action Units (Ekman & Friesen 1978) which characterize reported emotional state, can indicate the existence of certain patient’s mental disorder. Using different computer vision methods, it is possible to locate and extrapolate the face with its spatial characteristics of main anatomical regions from the given video or image data, e.g. by using Active Shape Models (Cootes et al. 1995). Automated emotion recognition from facial expressions can be conducted by several algorithms for pattern recognition, like support vector machines (SVMs), artificial neural networks etc. Given that the reduction or absence of facial activity can be an indicator of certain mental disorder (Gaebel & Wolwer 2004), it is very important to objectively measure and evaluate the overall patient’s facial activity during the emotion elicitation

Figure 3. New tools for multimodal emotion elicitation
process throughout the therapy sessions. There are a variety of options for evaluating this mental disorder-related facial feature, like the sum of all relative spatial offsets of facial characteristic points, e.g. ASM characteristic points, from the baseline neutral face point set. The differences between the upper and lower face activity can be evaluated using the same approach limited to particular subset of facial characteristic points that represent certain morphological structure belonging to the upper or lower part of the face. Information regarding differences between the estimation result of patient’s personalized estimator and the expected emotion estimation value, e.g. by using referent estimator learned over the general healthy population, can also be integrated in diagnostic process of patient’s mental disorders.

CONCLUSION

This paper presents computer-aided psychotherapy based on real time interactive multimodal elicitation and estimation of emotion, which may significantly improve effectiveness of traditional face-to-face psychotherapy. Emotion elicitation is based on generation of personalized therapy-relevant audio-visual stimuli, while real-time emotion estimation is related to patient’s physiology, speech, and facial signals, as well as corresponding features. Such concept of technologically assisted psychotherapeutic cognitive restructuring may support resilience of patients suffering from major depressive disorder, obsessive-compulsive disorder, panic disorder, social anxiety disorder, specific phobias, and even posttraumatic stress disorder. Comparative analysis of stimuli versus multimodal response features, which is facilitated by the proposed computer-aided tools and means, could also reveal specific correlations between elicited stimuli and specific dominant features that discriminate patients from healthy people. Furthermore, future research of multimodal features and their correlations with a variety of psychopathologies will be extremely important for further development of proposed computer-aided psychotherapeutic programs and their evaluation metrics. In summary, more future interdisciplinary efforts among psychiatrists, psychologists, neuroscientists, engineers and computer scientists should enhance proposed state-of-the-art analytical tools and means which can open new niche in personalized mental health medicine.
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