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Business processes are usually defined by business experts who require intuitive and informal graphical notations such as BPMN (Business Process Management Notation) for documenting and communicating their organization activities and behavior. However, BPMN has not been provided with a formal semantics, which limits the analysis of BPMN models to using solely informal techniques such as simulation. In order to address this limitation and use formal verification, it is necessary to define a certain “mapping” between BPMN and a formal language such as Concurrent Sequential Processes (CSP) and Petri Nets (PN). This paper proposes a method for the verification of BPMN models by defining formal semantics of BPMN in terms of a mapping to Time Petri Nets (TPN), which are equipped with very efficient analytical techniques. After the translation of BPMN models to TPN, verification is done to ensure that some functional properties are satisfied by the model under investigation, namely liveness and reachability properties. The main advantage of our approach over existing ones is that it takes into account the time components in modeling Business process models. An example is used throughout the paper to illustrate the proposed method.
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1. Introduction

Business process modeling (BPM) is an approach to describe the way organizations conduct current or future business processes. It is a fundamental prerequisite for any organization that wishes to be engaged in business process improvement or business process management initiatives (BPMI) [1]. Usually, process models describe in an informal graphical way the activities, events, dataflow and control flow logic that constitute a business process. Therefore, business process models are considered essential for the analysis and design of process aware information systems, organizational documentation and re-engineering as well as for service oriented architecture implementation and enterprise application integration [1]. All these features make it possible for an organization to align internal business operations with its business strategy and customer needs, and helps managers determine the right way to direct, monitor and measure company resources. In other words, business process management, if properly implemented, is a powerful means for reducing costs, enhancing efficiency and productivity, and minimizing errors and risks.

Given the numerous benefits and advantages of business process modeling, the challenging question for organization remains how to create correct, strong, and yet flexible, business processes. This could not be answered without conducting two essential steps. On one hand, adequate languages should be adopted for modeling business processes in terms of the organization’s structure, constraints and behavior. On the other hand, the resulting models should be analyzed and verified to make sure that some desirable (respectively undesirable) properties are (respectively are not) satisfied.

One of the languages proposed in literature to model business processes, is the Business Process Modeling Notation (BPMN 2.0) [2]. It is an adopted standard in both academia and industry that was designed to provide a graphical notation for XML-based business process languages, like Business Process Execution Language (BPEL) [3]. Business analysts can take advantage of this feature to automatically
generate executable BPEL code from BPMN graphical models [4] using some tools such as bpmn2bipel eclipse plugin [5].

Unfortunately, BPMN is informal and leaves room for ambiguities, inconsistencies (existence of superfluous attributes, deviations between process definition and its execution semantics...) [6] and misinterpretation of several concepts (lifecycle, interruptions, expression evaluation, and completion of processes...) [7]. Hence, business process model analysis is considered a critical step in BPM’s life cycle. It is closely related to the modeling phase where the use of intuitive languages as BPMN is highly sought by business experts. Currently, there are several implementations of BPMN, but the one developed by BPMI and adopted by the OMG specification does not have a formal semantics. The formal semantics helps us avoid undesired situations as well as control flow anomalies (livelock, deadlock, dead activities or paths...). In order to analyze BPMN diagrams formally, we have to extract a formal model that respects the specifications on which the initial model was based. Usually, we define a “mapping” from the graphical notation to a formal language such as Communicating Sequential Processes (CSP) or Petri Nets (PN). If we consider CSP as a target language, we will have to deal with some synchronization mechanisms defined within one participant (one pool) that are not necessarily needed in a functional analysis. On the other hand, standard Petri nets lack temporal aspects that are required for a more complete analysis of distributed systems.

In this paper, we basically propose a method for the verification of BPMN models by defining the formal semantics of BPMN in terms of a mapping to Time Petri Nets (TPN). The reason we have chosen TPN (in which time is associated to transitions) among other semantics (Place-TPN, Arc-TPN) is that transitions determine the elapsed time and it is more natural to associate time to transitions. Transitions represent activities which normally take time after the translation of BPMN models into TPN, verification is done to ensure that some functional properties are satisfied by the model under investigation. Contrary to existing mapping methods found in literature, our method takes into consideration the time concepts in BPMN models and defines the fundamental verifications, properties, such as liveness and reachability.

The remainder of this paper is organized as follows. The next section proposes the work related to our approach. Section 3 presents the technical background needed for the rest of the paper; it is divided into two major parts. The first one introduces a core subset of BPMN elements, explores some problems found in the standard, and presents a formal definition of time based on the abstract syntax defined in [8]. The second one captures the essence of the Time Petri net language which constitutes a pre-requisite for the next sections. Section 3 presents our contribution to the analysis and the verification of BPMN models by proposing a formal mapping from BPMN to Time Petri Nets. Section 5 proposes a new algorithm for the reachability analysis of TPN. The latter is inspired by the algorithm introduced in [9] which verifies the executability of transitions in Timed Automata (TA). In our case it will help us detect control flow anomalies such as dead paths (dead transitions). Section 6 concludes the paper and presents future work.

2. Related Work

Many methods found in literature have addressed the problem of defining a formal semantics for BPMN. Dijkman et al. in [8] have proposed a formal semantics in terms of a mapping to Standard Petri nets. The proposed mapping has been implemented as a tool that generates PNML (Petri Net Markup Language) code. The latter could be verified by ProM tool.

Another proposal was made in [10] by Wong and Gibbons in which the authors used CSP’s semantics to principally map participants (pools) to CSP processes and actions. These CSP processes are analyzed by FDR tool to detect dead and live locks.

Another interesting contribution was introduced in [11] where the authors opted for a BPMN-YAWL mapping to check functional properties. YAWL has been chosen to overcome some limits found in BPMN-PN mapping. In fact YAWL has introduced the notion “time" to denote the multi-instance activities and the Adhoc subprocesses. In [12], Ouyang et al. present a mapping to BPEL in order to facilitate the translation of the BP diagrams. Unfortunately, all the aforementioned methods have not included the time dimension in their analysis.

In this paper, the approach we propose takes into consideration the time concepts in BPMN models and proposes a formal semantics of BPMN defined in terms of a mapping to Time Petri Nets (TPN) which are equipped with very efficient analytical techniques.

3. Background

This section introduces the specification models used in this paper, namely BPMN and TPN. It also presents some problems found in the BPMN standard as well as a formal definition of time that will help us constitute the BPMN-TPN mapping explained in Section 3. Throughout this section we use simple examples to illustrate these two modeling languages.

3.1. Preliminaries

The following notations and definitions are used to present the rest of this paper. $N$ denotes the set of natural numbers while $N^*$ denotes the set of natural numbers except zero. $Q^*$ denotes the set of non-negative rational numbers while $R^+$ stands for the set of non-negative real numbers. $C$ denotes the set of all possible conditions. A condition is a boolean function operating over a set of propositional variables. It is assumed that a condition evaluates to true or false [8]. A vector of natural numbers is a collection $V = (v_1, v_2, ..., v_n)$, where $n \in N$ and $v_i \in N$ for $i = 1, ..., n$. $v_i$ is called the cardinality of $V$. For two vectors $V_1 = (v_1, v_2, ..., v_n)$ and $V_2 = (v'_1, v'_2, ..., v'_n)$ of cardinality $n$, we define the subtraction of $V_2$ from $V_1$ (written $V_1 - V_2$), as a vector $V_1$ of cardinality $n$ obtained by subtracting each element in $V_2$ from its pair-wise element in $V_1$, i.e., $V_1 - V_2 = (v_1 - v'_1, v_2 - v'_2, ..., v_n - v'_n)$. Similarly, the sum of two vectors $V_1 = (v_1, v_2, ..., v_n)$ and $V_2 = (v'_1, v'_2, ..., v'_n)$ of cardinality $n$, written $V_1 + V_2$ is a vector $V_1$ of cardinality $n$, obtained by adding each element in $V_1$ to its pair-wise element in $V_2$, i.e., $V_1 + V_2 = (v_1 + v'_1, v_2 + v'_2, ..., v_n + v'_n)$. For a vector $V = (v_1, v_2, ..., v_n)$ and a rational number $d \in R^+$, we define the sum of $V$ and $d$ (written $V + d$) as a vector $V'$ obtained by adding $d$ to each element in $V$, i.e., $V' = V + d = (v_1 + d, v_2 + d, ..., v_n + d)$. We denote $V_i \geq V_j$ if $V_i = V_j$ or $V_j \geq 0$ (i.e for $i = 1, ..., n$, $v_i - v_j \geq 0$).

3.2. Business Process Management Notation (BPMN)

BPMN is an emerging modeling method for business people. It has received a lot of interest and support from academia, industry and tool vendors as an open standard for modeling business processes. Besides being one of the most recent modeling notations standardized by OMG and BPMI, BPMN is considered user-friendly to all organization stakeholders (managers, analysts, developers...). BPMN is an emerging modeling method for business people. It has received a lot of interest and support from academia, industry and tool vendors as an open standard for modeling business processes. Besides being one of the most recent modeling notations standardized by OMG and BPMI, BPMN is considered user-friendly to all organization stakeholders (managers, analysts, developers...) and allows a business process to be modeled with a single diagram type, avoiding the fragmentation problem inherent in other modeling languages like UML. As such, BPMN also helps improve and facilitate communication between business process stakeholders (managers, analysts, developers...). Processes are represented in BPMN using constructs that can be grouped into four categories: flow objects (events, activities, and gateways), connection objects (control flow, message flow and associations), artefact objects (data objects, data stores, data input and data output) and swim lanes (pools and lanes within pools), as illustrated in Figure 1. Events can be partitioned into disjoint sets of start events, intermediate events and end events. Intermediate events can be further partitioned into disjoint sets of intermediate message events, intermediate time events and intermediate error events. An event start is used to indicate the start of a process while an end event represents the end of a process. An intermediate event is basically something that might happen during the execution of a process.

An activity is either a task or a subprocess that can be used to provide some business service, wait for a message from another participant, or send a message to another participant [14]. A gateway is a connector used to control sequence
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Another proposal was made in [10] by Wong and Gibbons in which the authors used CSP’s semantics to principally map participants (pools) to CSP processes and actions. These CSP processes are analyzed by FDR tool to detect dead and live locks.

Another interesting contribution was introduced in [11] where the authors opted for a BPMN-YAWL mapping to check functional properties. YAWL has been chosen to overcome some limits found in BPMN-PN mapping. In fact YAWL has introduced the `multiset' operator to denote the multi-instance activities and the Adhoc subprocesses. In [12], Ouyang et al. present a mapping to BPEL in order to facilitate the execution of the BP diagrams. Unfortunately, all the aforementioned methods have not included the time dimension in their analysis.

In this paper, the approach we propose takes into consideration the time concepts in BPMN models and proposes a formal semantics of BPMN defined in terms of a mapping to Time Petri Nets (TPN) which are equipped with very efficient analytical techniques.

3. Background

This section introduces the specification models used in this paper, namely BPMN and TPN. It also presents some problems found in the current semantics as well as a formal definition of time that will help us constitute the BPMN-TPN mapping explained in Section 3. Throughout this section we use simple examples to illustrate these two modeling languages.

3.1. Preliminaries

The following notations and definitions are used to present the rest of this paper. \( \mathbb{N} \) denotes the set of natural numbers while \( \mathbb{N}^+ \) is used for \( \mathbb{N} \setminus \{0\} \). \( \mathbb{Q}^+ \) denotes the set of non-negative rational numbers while \( \mathbb{R}^+ \) stands for the set of non-negative real numbers. \( \mathbb{C} \) denotes the set of all possible conditions. A condition is a boolean function operating over a set of propositional variables. It is assumed that a condition evaluates to true or false [8]. A vector of natural numbers is a collection \( \mathbb{N} \) as a vector \( (v_1, v_2, ..., v_n) \) where \( n \in \mathbb{N} \) and \( v_i \in \mathbb{N} \) for \( i = 1, ..., n \). \( v_i \) is called the cardinality of \( V \). For two vectors \( V_1 = (v_1, v_2, ..., v_n) \) and \( V_2 = (v_2, v_2, ..., v_2) \) of cardinality \( n \), we define the subtraction of \( F_1 \) from \( F_2 \) (written \( F_2 - F_1 \)) as a vector of cardinality \( n \) obtained by subtracting each element in \( V_1 \) from its pair-wise element in \( V_1 \), i.e., \( F_1 = V_2 - V_1 = (v_1 - v_2, v_2 - v_2, ..., v_n - v_n) \).

Similarly, the sum of two vectors \( V_1 = (v_1, v_2, ..., v_n) \) and \( V_2 = (v_2, v_2, ..., v_2) \) of cardinality \( n \), written \( V_1 + V_2 \), is a vector of cardinality \( n \) obtained by adding each element in \( V_1 \) to its pair-wise element in \( V_1 \), i.e., \( V_1 + V_2 = (v_1 + v_1, v_2 + v_2, ..., v_n + v_n) \). For a vector \( V = (v_1, v_2, ..., v_n) \) and a rational number \( d \in \mathbb{Q}^+ \), we define the sum \( V + d \) (written \( V + d \)) as a vector \( V_i \) obtained by adding \( d \) to each element in \( V_1 \), i.e., \( V_1 = V_1 + d = (v_1 + d, v_2 + d, ..., v_n + d) \). We denote \( V_i \geq V_j \) if \( V_i = V_1 - V_j \) and \( V_1 \geq 0 \) (i.e for \( i = 1, ..., n \), \( v_i - v_j \geq 0 \)).

3.2. Business Process Management Notation (BPMN)

3.2.1. General Notions

BPMN is an emerging modeling method for business people. It has received a lot of interest and support from academia, industry and tool vendors as an open standard for modeling business processes. Besides being one of the most recent modeling notations standardized by OMG and BPMI, BPMN is considered user-friendly to all organization stakeholders (managers, analysts, developers...) and allows a business process to be modeled with a single diagram type, avoiding the fragmentation problem inherent in other modeling languages like UML. As such, BPMN also helps improve and facilitate communication between business process stakeholders (managers, analysts, developers...). Processes are represented in BPMN using constructs that can be grouped into four categories: flow objects (events, activities, and gateways), connection objects (control flow, message flow and associations), artefact objects (data objects, data stores, data input and data output) and swim lanes (pools and lanes within pools), as illustrated in Figure 1. Events can be partitioned into disjoint sets of start events, intermediate events and end events. Intermediate events can be further partitioned into disjoint sets of immediate event messages, intermediate time events and intermediate error events. A start event is used to indicate the start of a process while an end event represents the end of a process. An intermediate event is basically something that might happen during the execution of a process.

An activity is either a task or a subprocess that can be used to provide some business service, wait for a message from another participant or send a message to another participant [14]. A gateway is a connector used to control sequence...
flows. We distinguish between multiple types of gateways: an AND-split gateway is used to create parallel flows and an AND-join gateway is used to synchronize incoming parallel flows [14]. A XOR data-based gateway defines a set of alternative paths; each of them is associated with a conditional expression [14]. Based on this condition, only one path can be taken during the execution of the process [14]. Conditions can be based either on data-base entries or on external events [14]. An exclusive merge gateway is used as a merge for alternative sequence flows. Finally, an inclusive merge gateway synchronizes all tokens produced upstream. Sequence flows determine the execution order between two objects in the same pool [14]. However, message flows represent message exchange between two objects in different pools.

While a start message event indicates that a message arrives from a pool (participant) and triggers the start of the process, an end message event represents the fact that a message is sent to another participant at the end of the process [14]. An intermediate message event indicates that a message arrives from or is sent to a participant during the process execution [14]. A timer event indicates a specific time-date being reached. An error message is for error handling. If the error is part of a normal flow, it throws an error; if it is attached to the boundary of an activity, it catches the error [14]. The behavior of a process could be described by tracking the path(s) of a token through a process [14]. A token, in BPMN, is an abstract object that traverses the sequence flow passing through the objects of the process [14].

An example of BP is shown in Figure 2. It represents the visa application process with two participants, namely the visa applicant and the visa application center. The process goes through the following steps:

1. The process is triggered by the arrival of a visa application folder (in the form of a message sent by the visa applicant). The visa application folder contains all the required documents (passport, visa application form…)

2. To facilitate the tracking of the visa application, the front office must scan and integrate the requested documents in the Information System (IS) within a maximum period of one day.

3. Once the documents are present in the system, the back office starts processing the visa application by verifying the presence of all requested documents, financial status, social status… The verification duration cannot exceed 13 days.

4. If the applicant is accepted, the back office starts printing the visa on the passport within a maximum period of one day. Otherwise, the visa application center has to inform the applicant that he/she is refused. The visa processing time cannot exceed 15 days, whether the applicant is accepted or rejected.

Despite the richness and the simplicity of its graphical notation, BPMN (1.0 and 2.0) has always been subject to much criticism relative to its lack of formal semantics. In fact, BPMN suffers from many problems that limit the model’s verification to informal techniques such as simulation. We focused in this paper on some problems that are related to the flow control analysis [7]. These problems are detailed in the following:

- Lack of state representation: BPMN remains unable to model state-related aspects of business processes. Therefore, some functional properties such as liveness and reachability cannot be verified on the BPMN model unless it is mapped to another formal language that supports state modeling, e.g. Time Petri Net.

- Weak conceptual support for essential notions such as concurrent process communication/interaction, resources… [7].

- Lack of important attributes: BPMN lacks attributes in the specification, which plays an important role in flow control analysis, e.g. BPMN standard should add the activation time attribute in the activities and timer properties in order to obtain more complete analysis.

Other problems related to artefacts, swimlanes and connection objects can be found in [7] and [6].

Figure 2. A simple visa application processing Process System modeled in BPMN.
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3.2.2. Formal Definition of Time in BPMN

Time in BPMN is defined through TimerEvent-Definition [2] element which has three attributes that are mutually exclusive. These attributes are timeDuration (TIN), timeDate (TIMD) and timeCycle.

Based on the abstract syntax of BPMN notation given in [8], we can formalize Time in BPMN by adding a new function called “Tim” that assigns to each timer a time duration. Consequently, we can define the BPMN Core BPMN Process as follows:

Definition 1. (Core BPMN Process): a core BPMN process is a tuple \( P = (O_p, F_p, Cond_p, Exc_p, Tim_p) \) where \[ \text{[8]} \]

- \( O_p \) is a set of flow objects which can be partitioned into disjoint sets of activities \( A_p \), events \( E_p \) and gateways \( G_p \) \[ \text{[8]} \]
  - \( A_p \) can be partitioned into disjoint sets of tasks \( T_p \) and subprocess invocation activities \( S_p \). We denote \( T \subseteq T_p \) the set of receive tasks, \[ \text{[8]} \]
  - \( E_p \) can be partitioned into disjoint sets of start event \( E^i_p \), intermediate events \( E^{m}_p \) and end events \( E^o_p \), we denote \( E^{m}_p \subseteq E_p \) the set of timer start events. \( E^{m}_p \) can be partitioned into disjoint sets of intermediate message events \( E^{m}_p \), intermediate timer events \( E^t_p \), and intermediate error events \( E^{e}_p \) \[ \text{[8]} \]
  - \( G_p \) can be partitioned into disjoint sets of parallel fork gateways \( G^f_p \), parallel joint gateways \( G^j_p \), data-based XOR decision gateways \( G^x_p \), event-based XOR decision gateways \( G^e_p \), and XOR merge gateways \( G^m_p \) \[ \text{[8]} \]
- \( F_p \subseteq O_p \times G_p \) is the control flow relation, i.e. a set of sequence flows connecting objects \[ \text{[8]} \]
- \( Cond_p : (G^f_p \times O_p) \rightarrow C \) is a function which maps sequence flows emanating from data-based XOR gateways to conditions \[ \text{[8]} \]
- \( Exc_p : E^o_p \rightarrow A_p \) is a function which assigns an activity to an intermediate event such that the occurrence of the event signals an exception and thus interrupts the performance of the activity \[ \text{[8]} \]
- \( Tim_p : E^o_p \cup E^t_p \rightarrow [0, \infty] \cup \{\infty\} \) is a function assigning a positive rational number or the symbol \( \alpha \) to a timer event. The positive rational number represents the timer’s duration. The latter specifies the time to be elapsed before the timer gives the flow control to its successor. We denote \( \text{Ti} \) the instant the timer was last activated.

The timer duration can be static or dynamic: it is static when the TimeDuration attribute is set, otherwise it is dynamic. In this case it is calculated in two ways:

- If TimeDuration attribute is set, then \( \text{Ti} = \text{Ti} - \text{Ti} \text{dur} \).
- If TimeCycle attribute is set, then \( \text{Ti} = \text{Ti} - \text{Ti} \text{dur} \text{cycle} \).

The timer duration can be elapsed before the timer gives the flow control to its successor. We denote \( \text{Ti} \) the instant the timer was last activated.

3.3. Time Petri Nets (TPN)

Petri nets were proposed in 1962 by Carl Adam Petri [15] as a modeling formalism to be used in computer science, system engineering and many other disciplines [16]. Petri nets combine a well defined mathematical theory and tool support with a graphical representation for a precise modeling and analysis of system behavior [16]. Nevertheless, Petri nets were initially proposed as a formal language with no concept of time or probability. However, for many practical applications (in particular time critical systems), time is a mandatory aspect that designers should take into account to analyze correctly the behavior and performance of their distributed information systems. To cope with timing behavior of distributed information systems, time Petri nets [17] have been proposed as an extension of standard Petri nets by adding clocks and timing constraints to transitions in order to help describe and analyze properly time dependent systems. Time Petri nets are obtained from standard Petri nets by simply associating a firing time interval \( [a, b] \) to each transition \( t \), where \( a \) and \( b \) are rational numbers such that \( 0 \leq a \leq b \) and \( a \neq \infty \). The times \( a \) and \( b \), for a transition \( t \), are relative to the moment at which \( t \) was last enabled; they are referred to as the earliest firing time and the latest firing time of \( t \), respectively.

Formally, a time Petri net [17] is defined as a 7-tuple \( Y = (P, T, F, W, M_0, f_0) \) where:

- \( P = \{p_1, p_2, \ldots, p_n\} \) is a finite non-empty set of places;
- \( T = \{t_1, t_2, \ldots, t_n\} \) is a finite non-empty set of transitions, where \( P \cap T = \emptyset \);
- \( F \subseteq (P \times T) \cup (T \times P) \) is the set of arcs that connect transitions and places. Two types of arcs are usually used to connect places to transitions: usual arcs are denoted by small arrow next to transitions and inhibitor arcs are marked by a small circle next to transition. Let \( \nu = \{p \in P | \nu(p) \} \) (resp \( \rho = \{p \in P | \nu(p) \} \)) be the set of pre-places (resp post-places) of \( t \).
- \( W : (P \times T) \cup (T \times P) \rightarrow \mathbb{N} \) is the weight function for the directed arcs of \( Y \). This function is very important for the execution of the Petri net, as will be explained later. For a transition \( t \), we use \( W(t) \) to denote the vector of tokens produced by firing the transition \( t \). Similarly, we use \( W^*(t) \) to denote the vector of tokens produced by firing the transition \( t \) with \( W(t) \). The initial valuation of \( W^0(t) = 0 \) for each transition \( t \) in TPN. Using the concept of state, the execution of a TPN can be stated as follows. A Petri net is executed by firing enabled transitions, following these two rules:
- Enabling rule: A transition \( t \) is enabled in a state \( (M, V) \) if each input place \( p \) of \( t \) contains at least the number of tokens equal to the weight of the directed arc connecting \( p \) to \( t \) (i.e. \( M(p) \geq W(p,t) \) for any \( p \) in \( P \)). If an inhibitor arc connects an input place to transition \( t \), then enabling of transition \( t \) also requires the input place \( p \) not to have \( W(p,t) \) tokens. As soon as \( t \) becomes enabled, \( V(t) \) is set to 0; otherwise it remains \( \omega \).
- Firing rule: A transition \( t \) is ready to fire if it is enabled and \( e(t) \leq V(t) \leq lft(t) \), and such firing consists of removing from each input place \( p \) of the number of tokens equal to the weight of the directed arc connecting \( p \) to \( t \), and adding in each output place \( p' \) of the number of tokens equal to the weight of the directed arc connecting \( t \) to \( p' \). In other words, the firing of an ex-
3.2.2. Formal Definition of Time in BPMN

Time in BPMN is defined through TimerEvent-Definition [2] element which has three attributes that are mutually exclusive. These attributes are timeDuration ($Tim_{dur}$), timeDate ($Tim_{date}$) and timeCycle.

Based on the abstract syntax of BPMN notation given in [8], we can formalize Time in BPMN by adding a new function called “Tim” that assigns to each timer a time duration. Consequently, we can define the BPMN Core Process as follows:

**Definition 1.** (Core BPMN Process): A core BPMN process is a tuple $P = (Op, F_p, Cond_p, Exc_p, Tim_{p})$ where [8]:

- $Op$ is a set of flow objects which can be partitioned into disjoint sets of activities $A_p$ events $E_p$ and gateways $G_p$ [8]
  - $A_p$ can be partitioned into disjoint sets of tasks $T_p$ and subprocess invocation activities $S_p$. We denote $T_p \subseteq T$ the set of receive tasks, [8]

- $E_p$ can be partitioned into disjoint sets of start event $E^\text{start}_p$, intermediate events $E^\text{middle}_p$, and end events $E^\text{end}_p$, we denote $E^\text{start}_p \subseteq E^\text{middle}_p \subseteq E^\text{end}_p$ the set of timer start events, $E^\text{middle}_p$ can be partitioned into disjoint sets of intermediate message events $E^\text{middle}_m$, intermediate timer events $E^\text{middle}_t$, and intermediate error events $E^\text{middle}_e$ [8]

- $G_p$ can be partitioned into disjoint sets of parallel fork gates $G^\text{parallel}_p$, sequential fork gates $G^\text{sequence}_p$, XOR decision gates $G^\text{XOR}_p$, and XOR merge gates $G^\text{XOR}$ [8]

- $F_p \subseteq Op \times G_p$ is the control flow relation, i.e. a set of sequence flows connecting objects [8]

- $Cond$: $E^\text{middle}_p \rightarrow G_p \times (Op \times Op)$ is a function which maps sequence flows emanating from data-based XOR gateways to conditions [8]

- $Exc_p$: $E^\text{middle}_p \rightarrow A_p$ is a function which assigns an activity to an intermediate event such that the occurrence of the event signals an exception and thus interrupts the performance of the activity [8]

- $Tim_p$: $E^\text{start}_p \rightarrow E^\text{start}_p \rightarrow G^\text{parallel}_p \rightarrow \{\alpha\}$ is a function assigning a positive rational number or the symbol $\alpha$ to a timer event. The positive rational number represents the timer’s duration. The latter specifies the time to be elapsed before the timer gives the flow control to its successor. We denote $\exists t_i$ the instant the timer was last activated.

The timer duration can be static or dynamic: it is static when $TimeDuration attribute is set, otherwise it is dynamic. In this case it is calculated in two ways:

- If $TimeDuration attribute is set, then $Ti_{dur} = Ti_{dur} - Ti_{act}$

- If $TimeCycle attribute is set, then $Ti_{dur} = Ti_{dur} = Ti_{act}$, where $Ti_{act}$ is the next time the timer will trigger.

If $Ti_{dur} \geq 0$ then $Tim_p$ returns a rational number or otherwise returns $\alpha$ which means that the timer no longer has an impact on the control flow.

A core BPMN process $P$ is a directed graph with nodes (objects) $Op$ and arcs (sequence flows) $F_p$. For any node $x \in Op$, input nodes of $x$ are given by $in(x) = \{y \in Op | \exists F_p x \}$ and output nodes of $x$ are given by $ou(x) = \{y \in Op | x F_p y \}$ [8].

### 3.3. Time Petri Nets (TPN)

Petri nets were proposed in 1962 by Carl Adam Petri [15] as a modeling formalism to be used in computer science, system engineering and many other disciplines [16]. Petri nets combine concepts each place holds. Tokens are a primitive concept for Petri nets in addition to places and transitions. The presence or absence of a token in a place can indicate, for instance, whether a state in the Petri net is reached.

In order to study the dynamic behavior of TPN, we need to define its operational semantics. Such semantics is given by a state transition system obtained by using the concepts of marking, state and firing of transitions.

A marking $M$ of a TPN is basically a vector of natural numbers that tells us how many tokens each place holds. Tokens are a primitive concept for Petri nets in addition to places and transitions. The presence or absence of a token in a place can indicate, for instance, whether a state in the Petri net is reached. As a marking $M$ in $\mathbb{N}^\infty$, $M(p)$ is used to denote the number of tokens in place $p$. A state of a TPN is given by $(M, \psi)$, where $M$ is a marking and $\psi: T \rightarrow \mathbb{Q} \cup \{\alpha\}$ is a valuation such that each value $\psi(t)$ is the time elapsed since the transition $t$ was last enabled. $V(t)$ is considered as a clock associated with the transition $t$. The transition is said to be disabled if there exists $p$ in $P$ such that $M(p) < \psi(t)$, in this case the clock remains off ($\psi(t) = 0$). The initial valuation with $V(t) = 0$ for each transition $t$ in TPN. Using the concept of state, the execution of a TPN can be stated as follows. A Petri net is executed by firing enabled transitions, following these two rules:

- **Enabling rule:** A transition $t$ is enabled in a state $(M, \psi)$ if each input place $p$ of $t$ contains at least the number of tokens equal to the weight of the directed arc connecting $p$ to $t$ (i.e. $M(p) \geq \psi(p)$ for any $p \in P$). If an inhibitor arc connects an input place to a transition, then enabling of transition $t$ also requires the input place not to have $\psi(p)$ tokens. As soon as $t$ becomes enabled, $V(t)$ is set to 0; otherwise it remains $\omega$.

- **Firing rule:** A transition $t$ is ready to fire if it is enabled and $\psi(t) \leq V(t) \leq \text{lft}(t)$, and such firing consists of removing from each input place $p$ of $t$ the number of tokens equal to the weight of the directed arc connecting $p$ to $t$, and adding in each output place $p'$ of the number of tokens equal to the weight of the directed arc connecting $t$ to $p'$. In other words, the firing of an exponentiation of standard Petri nets by adding clocks and timing constraints to transitions in order to help describe and analyze properly time dependent systems. Time Petri nets are obtained from standard Petri nets by simply associating a firing time interval $[a, b]$ to each transition $t$, where $a$ and $b$ are rational numbers such that $0 \leq a \leq b$ and $a \neq \infty$. The times $a$ and $b$, for a transition $t$, are relative to the moment at which it was last enabled; they are referred to as the earliest firing time and the latest firing time of $t$, respectively.

Formally, a time Petri net [17] is defined as a 7-tuple $Y = (P, T, F, W, M_0, f_0)$ where:

- $P = \{p_1, p_2, ..., p_n\}$ is a finite non-empty set of places;

- $T = \{t_1, t_2, ..., t_m\}$ is a finite non-empty set of transitions, where $P \cap T = \emptyset$;

- $F \subseteq (P \times T) \cup (T \times P)$ is the set of arcs that connect transitions and places. Two types of arcs are usually used to connect places to transitions: usual arcs are denoted by small arrow next to transitions and inhibitor arcs are marked by a small circle next to transitions. Let $\sigma = (p \in P \land \psi(p) \leq \psi(t))$ be the set of pre-places (resp. post-places) of $t$.

- $W: (P \times T) \cup (T \times P) \rightarrow \mathbb{N}$ is the weight function for the directed arcs of $Y$. This function is very important for the execution of the Petri net, as will be explained later. For a transition $t$, we use $W(t)$ to denote the vector of tokens required to fire the transition $t$. Similarly, we use $W^{\alpha}(t)$ to denote the vector of tokens produced by firing the transition $t$. Formally, $W^{\alpha}(t) = (W(p_1, t), W(p_2, t), ..., W(p_n, t))$ and $W(t) = (W(t, p_1), W(t, p_2), ..., W(t, p_n))$.

- $M_0 \in \mathbb{N}^\infty$ is the initial marking of $Y$, which indicates the initial configuration of the Petri net at the beginning of its execution.

- $f: T \rightarrow \mathbb{Q} \times \mathbb{Q} \cup \{\alpha\}$ is the function that associates each transition to a firing time interval. For any transition $t \in T$, we write $f(t) = (l, u)$ where $l$ is the earliest firing time of $t$ (denoted by left$(t)$), whereas $u$ is the latest firing time (denoted by lft$(t)$); if $u$ is infinite, then the transition is said not to have a latest firing time.
Figure 3 shows an example of TPN and its semantics is explained as follows:

- Implicit transitions on time delay
  \[ d: (M, V) \rightarrow (M', V') \] iff:
  - \( M' = M \)
  - \( V'(t) = V(t) + d \) for any transition \( t \), and
  - \( V' = V + d \) for any enabled transition in TPN.

Other transitions that are based on time delay are called implicit transitions. They reflect state change on time progress when a transition is last enabled and before it becomes enabled again. Their semantics is explained as follows:

- Implicit transitions on time delay
  \[ d: (M, V) \rightarrow (M', V') \] iff:
  - \( M' = M \)
  - \( V'(t) = V(t) + d \) for any transition \( t \), and
  - \( V' = V + d \) for any enabled transition in TPN.

Figure 3 shows an example of TPN \( F = (P, T, I, O, M_0, f_0) \), with three places \((p_1, p_2, p_3)\) and two transitions \((t_1, t_2)\), such that:

- \( P = \{p_1, p_2, p_3\} \)
- \( T = \{t_1, t_2\} \)
- \( I(t_1) = \{p_1\} \)
- \( I(t_2) = \{p_1\} \)

Other transitions that are based on time delay are called implicit transitions. They reflect state change on time progress when a transition is last enabled and before it becomes enabled again. Their semantics is explained as follows:

- Implicit transitions on time delay
  \[ d: (M, V) \rightarrow (M', V') \] iff:
  - \( M' = M \)
  - \( V'(t) = V(t) + d \) for any transition \( t \), and
  - \( V' = V + d \) for any enabled transition in TPN.

Figure 3 shows an example of TPN \( F = (P, T, I, O, M_0, f_0) \), with three places \((p_1, p_2, p_3)\) and two transitions \((t_1, t_2)\), such that:

- \( P = \{p_1, p_2, p_3\} \)
- \( T = \{t_1, t_2\} \)
- \( I(t_1) = \{p_1\} \)
- \( I(t_2) = \{p_1\} \)

Other transitions that are based on time delay are called implicit transitions. They reflect state change on time progress when a transition is last enabled and before it becomes enabled again. Their semantics is explained as follows:

- Implicit transitions on time delay
  \[ d: (M, V) \rightarrow (M', V') \] iff:
  - \( M' = M \)
  - \( V'(t) = V(t) + d \) for any transition \( t \), and
  - \( V' = V + d \) for any enabled transition in TPN.

Figure 3 shows an example of TPN \( F = (P, T, I, O, M_0, f_0) \), with three places \((p_1, p_2, p_3)\) and two transitions \((t_1, t_2)\), such that:

- \( P = \{p_1, p_2, p_3\} \)
- \( T = \{t_1, t_2\} \)
- \( I(t_1) = \{p_1\} \)
- \( I(t_2) = \{p_1\} \)

In order to define liveness in TPN [16], we will need to introduce \( R_1(z) \) as the set of all reachable states from the state \( z = (M, V) \).

We denote \( z_0 = (M_0, V_0) \) the initial state in TPN. \( \forall z = (M, V) \in R_1(z_0) \)

- \( t \) is live in \( z \) iff: \( \forall z' \in R_1(z) \exists z'' \in R_1(z') \) such as \( t \) is ready to fire in \( z'' \).

4.1. Mapping of BPMN Silent Events and Gateways

Contrary to what is used in the classical mapping of BPMN-PN [8], we will use two notations to differentiate the silent transitions from the timed ones. One type of transition is capable of capturing both the external and internal actions that cannot be observed by users. We can differentiate the silent transitions from those consuming time based on the time intervals that are associated to these transitions.

Figure 4 illustrates the mapping of silent events and gateways to TPN. The same principle applies to complex and event-based gateways.

4.2. Timed Activities and Events

Figure 5 illustrates the mapping of timed tasks and events to Time Petri Net. The “Timer” component is highlighted in this mapping; its main function is to determine the maximum execu-
Implicit transition \( t \) in state \((M, V)\) results in changing the state \((M, V)\) to \((M', V')\). The new state \((M', V')\) is calculated as follows:

\[
M' = M - W(t) + W(t'), \quad \text{and} \quad V'(t') = \begin{cases} \omega & \text{if } \exists p \in P \quad M(p) < W(p, t') \\
V(t') & \text{if } \forall p \in P \quad M(p) \geq W(p, t') \end{cases}
\]

\[
\forall t \in T, \quad V(t) = \begin{cases} M(p) + d \leq lft(t) \text{ for any transition } t, \quad \text{and} \\
M(p) \geq W(p, t') \text{, } \quad M(p) \geq W(p, t'), \\
0 & \text{otherwise}
\end{cases}
\]

Other transitions that are based on time delay are called implicit transitions. They reflect state change on time progress when a transition is called implicit transition. They reflect other transitions that are based on time delay.

Figure 3 shows an example of TPN again. Their semantics is explained as follows:

- Implicit transitions on time delay

\[
d: (M, V) \rightarrow (M', V') \quad \text{iff:}
\]

- \( M' = M' \),
- \( V(t) + d \leq \lft(t) \) for any transition \( t \), and
- \( V' = V + d \) for any enabled transition in TPN.

After introducing the specification languages used in this paper, we present in the next section our method for the analysis of BPMN based on TPN.

4. Our Approach for BPMN Model Analysis

As mentioned so far, BPMN is an adopted standard used in academia and industry for modeling business processes. However, BPMN is informal and leaves room for misinterpretations, ambiguities, and inconsistencies about the execution and operation of business processes being modeled. Hence, we need to define semantics for BPMN in order to analyze business processes properly and remove any possible errors before implementations. To this end, we chose TPN as target formalism. This choice is motivated by several reasons. First, TPN is a well-founded semantics; it has a mathematical background and is equipped with very efficient analytical tools (TINA). Secondly, it takes into consideration the time concepts that are essential to obtain a more complete functional analysis.

Our approach for the analysis of BPMN models basically consists of two main steps. First, we transform the BPMN into a TPN; secondly, we do formal verification on the resulting TPN. Such verification consists of checking the marking reachability and the liveness of transitions of TPN. These properties can be defined as follows:

- A state \( z = (M, V) \) is reachable from \( z_0 = (M_0, V_0) \) iff there exist \( w \in T \) (a sequence of transitions) and \( \xi \in \mathbb{Q}^{\text{Implicit}+1} \) (implicit transitions) such as \( z_0 \xrightarrow{w} z' \).

We can limit ourselves to the definition of reachability that is just related to the markings and not to the state in general (the same definition found in standard Petri net [15]). A marking \( M' \) (in state \( z' \)) is reachable from a marking \( M \) (in state \( z \)) if there exists a sequence of transitions \( w \in T \) such as \( M \xrightarrow{w} M' \).

In order to define liveness in TPN [16], we will need to introduce \( R_1(z) \) as the set of all reachable states from the state \( z = (M, V) \).

We denote \( z_0 = (M_0, V_0) \) the initial state in TPN. \( \forall z = (M, V) \in R_1(z_0) \): \( t \) is live in \( z \) iff: \( \forall z' \in R_1(z) \exists \xi \in [0, 3] \).

4.1. Mapping of BPMN Silent Events and Gateways

Contrary to what is used in the classical mapping of BPMN-PN [8], we will use two notations to differentiate the silent transitions from the timed ones. One type of transition is capable of capturing both the external and internal actions that cannot be observed by users. We can differentiate the silent transitions from those consuming time based on the time intervals that are associated to these transitions. Figure 4 illustrates the mapping of silent events and gateways to TPN. The same principle applies to complex and event-based gateways.

4.2. Timed Activities and Events

Figure 5 illustrates the mapping of timed tasks and events to Time Petri Net. The “Timer” component is highlighted in this mapping; its main function is to determine the maximum execu-
tion time of the BPMN task. The "Timer" event does not specify the maximal execution time of the BPMN task unless its output sequence flow form with the task’s one, the input of a gateway of type "XOR-MERGE". If this condition is not fulfilled, the "Timer" event will constitute a normal exception. The modeling of this event is already covered in BPMN-PN mapping [8]. Nevertheless, we must associate a time interval to the transition representing the "Timer" event (line 5 in Figure 5). The timer can also determine the minimum execution time of a task (in case min > 0) if its input node is a timer (line 7 in Figure 5).

4.3. Formal Definition of BPMN-TPN Mapping

We will define a formal BPMN-TPN mapping based on the BPMN-PN mapping established in [8]. We enrich the latter (The Petri net PNM = (PN, TM, TFP)) by adding the time dimension in the form of a time function that has as a domain the transition set. By Z we denote the set of well-formed core BPMN processes [8].

Fs : T0 → Q+ × Q+ ∪ {x} is a function assigning to each transition a rational interval. It remains to point out that the set of tasks of all well-formed core BPMN processes is a part of the resulting Petri net transitions. (∪_{PN} T_P ∪ T_D)

- Fs(t_m) = [0, m] if ∃ P ∈ Z, ∃ (e_r, g_r) ∈ E^P_r × G^P_r such that t_m ∈ T_P, in(t_m) ≠ ∅, excp(e_r) = t_m, Tim(e_r) = m and in(g_r) = {t_m, e_r}. (cf. Figure 5 line 4)
- Fs(t_m) = [0, 0] if ∃ P ∈ Z such that t_m ∈ T_P, in(t_m) ≠ ∅, excp(e_r) = t_m, Tim(e_r) = m and in(g_r) = {t_m, e_r}. (cf. Figure 5 line 4)
- Fs(t_m) = [m, 0] if ∃ P ∈ Z, ∃ (e_r, g_r) ∈ (E^P_r × G^P_r) such that t_m ∈ T_P, excp(e_r) = t_m, Tim(e_r) = m, in(t_m) ≠ ∅, g_r = {t_m, e_r} and Tim(e_r) = m, with n ≠ m. (cf. Figure 5 line 6)
- Fs(t_m) = [n, 0] if ∃ P ∈ Z, ∃ (e_r, g_r) ∈ (E^P_r × G^P_r) such that t_m ∈ T_P, in(t_m) ≠ ∅, excp(e_r) = t_m, Tim(e_r) = m and in(g_r) = {t_m, e_r}. (cf. Figure 5 line 7)

After the translation of BPMN models into TPN, verification is done to ensure that some functional properties are satisfied by the model under investigation, such as liveness and marking reachability. In the next section we present a new algorithm that helps us verify these properties.

5. Algorithm for Liveness and Reachability Analysis of TPN

The algorithm used to check the liveness (resp reachability) of TPN's transitions (resp markings) is shown in Algorithm 1. The algorithm takes as input the TPN and returns a Boolean value for each transition that says whether or not the transition is live. The algorithm starts by calculating the initial state of the TPN and initializing all the variables to be used, namely RS (the set of reachable states) and HS (the set of the handled states among RS) as well as TF (the set of firable transitions).

Then, it goes through all the states in RS and handles all the outgoing transitions from each of these states. Indeed, for each reachable state, the algorithm checks all of the outgoing transitions from the marking of the state and verifies if they are firable by calculating the minimum lift of all enabled transitions (let us have A = {t ∈ T_D / VZ(t) ≠ ∅}) and T_ZGG for A such as T_ZGG = {t ∈ A / Tim(t) = min (eft(t)) (t ∈ A)}. If l < e then V'(t) = V(t) and excp(t) = ∅. If l ≥ e then:

- V'(t) = V(t)
- excp(t) = excp(t) ∪ t

End if.

For each (t' ∈ T_TG)

- If l(t(t)) = ∅ Then V'(t') = V(t')
- Else
- Add B to TF
- V'(t') = 0
- End if.

End for

End while.

End for

End for

End for

End if.

To illustrate the advantages of TPN as semantics as well as the algorithm elaborated above, we consider again the example of BPMN model in Figure 2. The resulting TPN obtained by applying our approach is shown in Figure 6. A simple investigation of the obtained TPN makes it possible to notice that a mistake has been made in modeling the fourth specification of the visa application processing business process in Figure 2. Indeed, the second timer in the BPMN model that is linked to the activity "Verify documents and status" can never be triggered because the maximum time this action can last is 13 days; therefore the visa applicant will never be notified if he/she is not accepted. To make this analysis formal, we will base our study on the TPN semantics defined above, we can verify the liveness and reachability of transitions and states as follows. By executing the Algorithm 1 detailed above, we get results as shown in Table 1.
4.3. Formal Definition of BPMN-TPN Mapping

We will define a formal BPMN-TPN mapping based on the BPMN-TPN mapping established in [8]. We enrich the latter (The Petri net PNN = (FNN, TNN, FNN)) by adding the time dimension in the form of a function that has as a domain the transition set. By Z we denote the set of well-formed core BPMN processes [8].

Fs: TNN → Q+× Q+ ∪ {0} is a function assigning to each transition a rational interval. It remains to point out that the set of tasks of all well-formed core BPMN processes is a part of the resulting Petri net transitions. (∪tm ∈ TP → TNN)

- Fs(tm) = [0, m] if ∃P ∈ Z, Ftm ∈ Ep and ∀e ∈ Etm ∪ Et′m in(e) ∈ t ∈ Tp and excp(e) ≠ t and (cf. Figure 5 line 3)
- Fs(tm) = [0, ∞] if ∃P ∈ Z, Ftm ∈ Ep and ∀e ∈ Etm ∪ Et′m in(e) ∈ t ∈ Tp and excp(e) = t and (cf. Figure 5 line 4)
- Fs(tm) = [0, m] if ∃P ∈ Z, Ftm ∈ Ep and ∀e ∈ Etm ∪ Et′m in(e) ∈ t ∈ Tp and excp(e) = e and (cf. Figure 5 line 5)
- Fs(tm) = [0, n] if ∃P ∈ Z, Ftm ∈ Ep and ∀e ∈ Etm ∪ Et′m in(e) ∈ t ∈ Tp and excp(e) = n and (cf. Figure 5 line 6)

After the translation of BPMN models into TPN, verification is done to ensure that some functional properties are satisfied by the model under investigation, such as liveness and marking reachability. In the next section we present a new algorithm that helps us verify these properties.

5. Algorithm for Liveness and Reachability Analysis of TPN

The algorithm used to check the liveness (resp. reachability) of TPN’s transitions (resp. markings) is shown in Algorithm 1. The algorithm takes as input the TPN and returns a Boolean value for each transition that says whether or not the transition is live.

To illustrate the advantages of TPN as semantics as well as the algorithm elaborated above, we consider again the example of BPMN model in Figure 2. The resulting TPN obtained by applying our approach is shown in Figure 6. A simple investigation of the obtained TPN makes it possible to notice that a mistake has been made in modeling the fourth specification of the visa application processing business process in Figure 2. Indeed, the second timer in the BPMN model that is linked to the activity "Verify documents and status" can never be triggered because the maximum time on this action can last is 13 days; therefore the visa applicant will never be notified if he/she is not accepted.

To make this analysis formal, we base our study on the TPN semantics defined above, we can verify the liveness and reachability of transitions and states as follows. By executing the Algorithm 1 detailed above, we get results as shown in Table 1.
In consequence, all transitions are firable, except for “Notify refusal (timer)” and “Send refusal notification” (dead transitions) as the earliest firing time of refusal timer is 14. Regarding reachability, the markings \((0,0,0,0,0,0,0,0)\) in our verification, so we could have a more complete analysis using a more computable methodology.

### 6. Conclusion

In this paper, we proposed a formal analysis of BPMN models based on Time Petri Nets. The Mapping BPMN-TPN allows us to overcome some problems found in BPMN (2.0) (explained in the Section 3) and have a more complete analysis that verifies the temporal properties of the designed process. This analysis is significant because it reduces the cost of software development by allowing business analysts to detect some types of errors found in business process models (modeling phase) before starting the development phase. The visa application processing was taken as an example to illustrate the advantages brought by the TPN semantics.

In our future work, we intend to include the data aspect in our analysis, using a more complex semantics that is based on ITPCN (Interval Timed Colored Petri Net). Contrary to previous work [18] that dealt only with data dimension, ITPCN will allow us to include Data and Time in our verification, so we could have a more complete analysis.
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6. Conclusion

In this paper, we proposed a formal analysis of BPMN models based on Time Petri Nets. The Mapping BPMN-TPN allows us to overcome some problems found in BPMN (2.0) (explained in the Section 3) and have a more complete analysis that verifies the temporal properties of the designed process. This analysis is significant because it reduces the cost of software development by allowing business analysts to detect some types of errors found in business process models (modeling phase) before starting the development phase. The visa application processing was taken as an example to illustrate the advantages brought by the TPN semantics.

In our future work, we intend to include the data aspect in our analysis, using a more complex semantics that is based on ITCPN (Interval Timed Colored Petri Net). Contrary to previous work [18] that dealt only with data dimension, ITCPN will allow us to include Data and Time in our verification, so we could have a more complete analysis.

In consequence, all transitions are fireable, except for “Notify refusal (timer)” and “Send refusal notification (dead transitions) as the earliest firing time of refusal timer is 14. Regarding reachability, the markings (0,0,0,1,0,0,0) and (0,0,0,0,1,0,0) will never be reached.

Table 1. Results of Algorithm 1.

<table>
<thead>
<tr>
<th>Previous state</th>
<th>Fireable transitions</th>
<th>Next state</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0,0,0,0,0,0)</td>
<td>Receive visa application</td>
<td>(0,0,0,0,0,0,0)</td>
</tr>
<tr>
<td>(0,0,0,0,0,0,0)</td>
<td>Scan documents</td>
<td>(0,0,0,0,0,0,0,0)</td>
</tr>
<tr>
<td>(0,0,0,0,0,0,0)</td>
<td>Verify documents &amp; status</td>
<td>(0,0,0,0,0,0,1,0)</td>
</tr>
<tr>
<td>(0,0,0,0,0,1,0,0)</td>
<td>Print visa</td>
<td>(0,0,0,0,0,0,0,0)</td>
</tr>
<tr>
<td>(0,0,0,0,0,1,0,0)</td>
<td>Send refusal notification</td>
<td>(0,0,0,0,0,1,0,0)</td>
</tr>
</tbody>
</table>
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