ABSTRACT

Reinforcement Learning (RL) has been proposed to deal with ramp control problems under dynamic traffic conditions; however, there is a lack of sufficient research on the behaviour and impacts of different learning parameters. This paper describes a ramp control agent based on the RL mechanism and thoroughly analyzed the influence of three learning parameters; namely, learning rate, discount rate and action selection parameter on the algorithm performance. Two indices for the learning speed and convergence stability were used to measure the algorithm performance, based on which a series of simulation-based experiments were designed and conducted by using a macroscopic traffic flow model. Simulation results showed that, compared with the discount rate, the learning rate and action selection parameter made more remarkable impacts on the algorithm performance. Based on the analysis, some suggestions about how to select suitable parameter values that can achieve a superior performance were provided.

KEY WORDS

reinforcement learning; Q-learning; ramp control; agent; macroscopic traffic flow model;

1. INTRODUCTION

After more than 50 years of application, ramp control (or ramp metering) has been identified as one of the most effective control methods on motorways [1]. The ramp control mentioned here refers to the on-ramp control. This control method uses signal devices named ramp meters at on-ramps to regulate the ramp metering rate which is usually defined as the number of vehicles entering the motorway mainline during each signal cycle. Through suitable regulations on the metering rate, a ramp control strategy aims to alleviate motorway congestion, improve motorway throughput, and thus reduce the travel time spent by road users [2]. Over the last decades, a number of control strategies have been proposed to achieve this goal, such as capacity-density method [3], ALINEA [4] and the model-based optimization approaches (e.g. model predictive control methods [5, 6]). Among these strategies, the model-based optimization method has become increasingly popular in recent studies, as it is sound and can solve the ramp control problems based on the optimization theory. However, this method is dependent on the model accuracy and usually requires high computational demand, which limits its field of application [7].

In order to overcome these limitations, reinforcement learning (RL) was recently proposed by Jacob and Abdulhai [7, 8] to solve ramp control problems based on the Markov decision process (MDP) and dynamic programming (DP). After this contribution, some recent studies have also shown the effectiveness of RL for ramp control under different settings and conditions. For instance, coordinated ramp control using RL is considered in [9], continuous state space was analyzed in [10], and indirect RL was tested in [11, 12]. Although some efforts have been made to explore the application of RL in the ramp control domain, the issues of how to set the parameters for RL based ramp control strategies and how these settings influence the algorithm performance have not been widely studied. In most of these studies, the learning parameters are set according to experience without analysis. To our knowledge, the only published work related to the analysis of learning parameters for ramp control is shown in [13]. This work provides some useful suggestions about how to select suitable parameters in a continuous-state case with some adaptive settings. However, the behaviour of different parameter values
and their impacts on the algorithm performance have not been thoroughly analyzed. Moreover, this work is based on a microscopic simulation package which may affect the observed results for different parameter settings because of its stochastic behaviour. In this paper, the aim is to develop a ramp control agent following the RL mechanism, based on which the influence of learning parameters with different value settings is well analyzed. Unlike [13], a macroscopic traffic flow model with deterministic demand is used to avoid the stochastic influence of models, so that we can examine the algorithm tractably. The remainder of this paper is organized as follows. Section 2 introduces the basic knowledge of RL including the Q-learning algorithm and relevant parameters. The description of the analyzed ramp control agent and applied traffic flow model is shown in Section 3. After that, Section 4 presents the simulation test for the algorithm performance under different parameter settings. Finally, Section 5 gives some conclusions and possible directions of the future work.

2. REINFORCEMENT LEARNING

In an RL problem, the learning process is conducted through the interaction between an agent and its external environment as shown in Figure 1. The environment is usually represented by a group of states, and the agent can capture the environment changes through these states. The reward can be either positive or negative which can be considered as an encouragement or a penalty for the actions executed by the agent. The objective of an agent is to obtain the maximum cumulative reward (the sum of all rewards received) after executing a sequence of actions following some sort of policy [14].

![Figure 1 - Agent-environment interaction](image)

2.1 Q-learning

Given a policy \( \pi \), the cumulative reward can be estimated for each state and action pair \((s,c)\) by the action-value function (or Q function) \(Q^\pi(s,c)\):

\[
Q^\pi(s,c) = E \left[ \sum_{k=0}^{\infty} \gamma^k R(s^k,c^k) \mid s^0 = s, c^0 = c, \pi \right]
\]

(1)

where \( E[\cdot] \) gives the expected value of the discounted sum of rewards, \( k \) is the time index. \( R(s^k,c^k) \) is the reward function which generates the immediate reward for the agent performing action \( c^k \) at state \( s^k \) and \( \gamma^k \) denotes the discount rate to the power of \( k \). In this case, the problem of obtaining the maximum cumulative reward can be transferred to the problem of maximizing the values of Q functions (Q values). To this end, the Q-learning algorithm has been developed and used in a broad range of applications [14, 15]. In a typical Q-learning problem, all Q values are stored in a table named Q table. Following the mechanism of temporal difference learning and Bellman equation, an updating rule (Equation 2) can be derived to maximize Q values and update the Q table (refer to [14] for details).

\[
\begin{align*}
Q^t(s^{k+1},c^{k+1}) &= Q^{k+1}(s^{k+1},c^{k+1}) + \\
&+ \alpha \left[ R(s^{k+1},c^{k+1}) + \\
&+ \gamma \max Q^{k+1}(s^k,c^k) - Q^k(s^{k+1},c^{k+1}) \right].
\end{align*}
\]

(2)

where \( Q^k(s^{k+1},c^{k+1}) \) and \( Q^{k+1}(s^{k+1},c^{k+1}) \) are the Q values for state-action pair \((s^k,c^k)\) at the \( k \)-th step and \( k+1 \)-th step, respectively, \( Q^{k+1}(s^k,c^k) \) is the Q value for the state-action pair \((s^{k+1},c^{k+1})\) at the \( k+1 \)-th step.

\( \alpha \) is named learning rate or step-size parameter that is used to determine how fast Q values can be updated to approach their maximum values [16]. Typically, \( \alpha \) is a small positive fraction value within the range between 0 and 1 \((\alpha \in (0, 1))\). The discount rate \( \gamma \) takes values in the same interval, i.e. \( \gamma \in (0, 1) \). In a Q-learning problem, the Q values are updated by combing the immediately received reward and estimated future Q values from experience. The discount rate is used here to determine to what extent the agent will take the future rewards into account.

2.2 Action selection

For an RL-based agent, exploitation and exploration are two basic behaviours [14]. Exploitation means the agent always takes the greedy action that can obtain the maximum Q values according to the existing experience. Exploration is the behaviour that the agent tries non-greedy actions with smaller Q values. These two behaviours are essential for the continuous learning of RL. Exploration can help the agent update the information of greedy actions by capturing new experience. In the meanwhile, exploitation can keep the agent from being interrupted by the new experience.

In order to balance these two behaviours, \( \epsilon \)-greedy action selection strategy can be used, which is also one of the most widely used action selection strategies [14]. Specifically, this strategy takes a random non-greedy action \((c^k = c^k_{\text{greedy}})\) with probability \( \epsilon \) and chooses the greedy action \((c^k = c^k_{\text{greedy}})\) with probability \( 1-\epsilon \) at each state \( s^k \) (as shown in Equation 3). The greedy action \( c^k_{\text{greedy}} \) at state \( s^k \) is the action corresponding to the maximum Q value at this state.
\[ p(c^k|s^k) = \begin{cases} \varepsilon, & \text{if } c^k \neq c^k_{\text{greedy}}, c^k_{\text{greedy}} = \arg \max_c (Q^k(s^k, c^k)) \\ 1 - \varepsilon, & \text{otherwise} \end{cases} \]  

When \( \varepsilon \) is bigger, the agent will be more adventurous and always try to explore the unknown actions. This kind of exploration may be good, and better actions may be found much faster than using a conservative strategy. However, it may also interrupt the learning process by trying worse actions too much. Therefore, for using \( \varepsilon \)-greedy action selection strategy, how to set the action selection parameter \( \varepsilon \) is very important to the algorithm performance.

Therefore, for any applications of RL with \( \varepsilon \)-greedy strategy, three learning parameters, learning rate \( \alpha \), discount rate \( \beta \) and action selection parameter \( \varepsilon \), should be well designed and tested, which is also the main aim of our work.

3. DESCRIPTION OF RAMP AGENT

In this paper, a ramp agent is designed to control the motorway traffic, based on which the analysis of learning parameters is conducted. Section 3 firstly introduces the basic ramp agent design and applied traffic flow model.

3.1 Asymmetric cell transmission model

For the ramp control application, the environment of Figure 1 refers to the dynamic traffic situation on motorways. Considering the difficulties of real site evaluation, a macroscopic traffic flow model asymmetric cell transmission model (ACTM) is selected for our test. ACTM has been used for ramp control strategies development and evaluation in some recent studies [17-19] because of the low computational demand and stable performance on mimicking real traffic on motorways. Furthermore, this deterministic model can avoid the stochastic influence of the traffic flow model when the ramp agent is analyzed. In this study, we use a discontinuous version of ACTM as shown in [20].

\begin{align*}
    d_{\text{off}}^i &= \begin{cases} 
    \begin{align*}
    \min \left\{ \frac{q_{\text{off}}^i + a_{\text{off}}^i}{\Delta t}, \frac{\max \left( q_{\text{in}}^i, q_{\text{off}}^i \right)}{\Delta t} \right\}, & \text{if } i \text{ is metered on}-ramp cell \\
    \frac{\max \left( q_{\text{in}}^i, q_{\text{off}}^i \right)}{\Delta t}, & \text{otherwise}
    \end{align*}
    \end{cases} \\
    d_{\text{on}}^i &= \begin{cases} 
    \begin{align*}
    \min \left\{ q_{\text{on}}^i + a_{\text{on}}^i + q_{\text{on}}^i \cdot (1 - \beta_i) \cdot d_{\text{on}}^i \cdot \Delta t, \right\}, & \text{if } \rho_i^k \leq \rho_i^k \text{ and } \rho_i^{k+1} > \rho_i^k \\
    \min \left\{ (1 - \beta_i) \cdot \frac{q_{\text{on}}^i + a_{\text{on}}^i}{\Delta t}, \frac{\max \left( q_{\text{in}}^i, q_{\text{off}}^i \right)}{\Delta t} \right\}, & \text{otherwise}
    \end{align*}
    \end{cases}
\end{align*}

\[ q_{\text{on}}^{k+1} = q_{\text{on}}^k + \Delta t \cdot (a_{\text{on}}^k + a_{\text{off}}^k \cdot d_{\text{on}}^k \cdot d_{\text{off}}^i) \]  
\[ d_{\text{off}}^i = \frac{q_{\text{on}}^i + a_{\text{on}}^i}{1 - \beta_i} \]  
\[ q_{\text{on}}^i = q_{\text{on}}^{k+1} + \Delta t \cdot (a_{\text{on}}^k - d_{\text{off}}^i) \]  

where \( v_i \) is the free-flow speed of cell \( i \), \( w_i \) is the congestion wave speed, \( l_i \) is the cell length, \( a_{\text{on}}^i \) and \( a_{\text{off}}^i \) are the mainline arrival and departure rates for the cell \( i \) at step \( k \), \( d_{\text{on}}^k \) and \( d_{\text{off}}^k \) are the on-ramp arrival and departure rates in cell \( i \) at step \( k \), \( q_{\text{on}}^i \) and \( q_{\text{on}}^i \) denote the current (at step \( k \)) and maximum number of vehicles in the on-ramp of cell \( i \), respectively. \( \rho_i^k \) and \( \rho_i^{k+1} \) are mainline densities of cell \( i \) and \( l_i + k \) at step \( k \), while \( \rho_i^k \) and \( \rho_i^k \) are critical densities of these two cells. When the mainline density exceeds the critical density, congestions will occur on motorways. Under this situation, capacity drop phenomenon may arise. \( \lambda \in (0, 1] \) is
the capacity drop parameter that is used to reproduce capacity drop phenomenon. If capacity drop happens, this parameter should be set as a value between 0 and 1. $\Delta t$ is the time duration of each simulation step. $c_i$ is the metering rate for the on-ramp cell $i$ at step $k$. $\beta_i \in [0,1]$ is the split ratio of cell $i$. $\eta_i \in [0,1]$ is the flow allocation parameter of cell $i$. $\theta_i \in [0,1]$ is the flow blending parameter of traffic flow from the on-ramp to the mainline of cell $i$.

### 3.2 Agent design

To design an agent, three elements, namely, action, state and reward shown in Figure 1 should be defined for any specific application. In a ramp control application, these three elements are defined as follows.

As mentioned earlier, the control action of a ramp meter is to regulate the ramp metering rate. In practical applications, a suitable lower (usually 240 to 360 veh/h) and upper bound (usually 900 to 1,200 veh/h) of ramp metering rate is set according to different traffic and road conditions [21], and the optimal ramp metering rate within the permitted range can be calculated by different control strategies. In this study, the control action is represented by vector $C$ with $n$ metering rates between the minimum and maximum permitted values, $C=[c_1, c_2,..., c_n]$ (veh/$\Delta t$). At each control step $k$, value is selected as the ramp metering rate for this step. For ease of calculation, we use 30 seconds as the control interval. The minimum and maximum metering rates are set as: 240 veh/h and 1,200 veh/h. Then the control action can be $C=[2, 3, 4, 5, 6, 7, 8, 9, 10]$ (veh/30s) with 9 discrete metering rates.

To represent the traffic states on both motorway and on-ramp, a four-dimensional state space ($s_{q,main}^k, s_{a,main}^k, s_{q,on}^k, s_{a,on}^k$) is used in this study. Here, the state space can represent the state of one cell or a group of cells; thus, the cell index $i$ is omitted in the following equations.

For the mainline traffic:

\[
s_{q,main}^k = \begin{cases} 
0, & \text{if } q_{main}^k \leq q_{main}^{\min} \\
\frac{q_{main}^{\min} - q_{main}^k}{\Delta q_{main}}, & \text{if } q_{main}^k < q_{main}^{\min} \leq q_{main}^{\max} \\
\frac{q_{main}^{\max} - q_{main}^k}{\Delta q_{main}}, & \text{if } q_{main}^{\min} \leq q_{main}^k \leq q_{main}^{\max} \\
1 + \frac{q_{main}^{\max} - q_{main}^k}{\Delta q_{main}}, & \text{otherwise} 
\end{cases}
\]

(8)

\[
s_{a,main}^k = \begin{cases} 
0, & \text{if } a_{main}^k \leq a_{main}^{\min} \\
\frac{a_{main}^{\min} - a_{main}^k}{\Delta a_{main}}, & \text{if } a_{main}^k < a_{main}^{\min} \leq a_{main}^{\max} \\
\frac{a_{main}^{\max} - a_{main}^k}{\Delta a_{main}}, & \text{if } a_{main}^{\min} \leq a_{main}^k \leq a_{main}^{\max} \\
1 + \frac{a_{main}^{\max} - a_{main}^k}{\Delta a_{main}}, & \text{otherwise} 
\end{cases}
\]

(9)

\[
s_{main}^k = s_{q,main}^k + s_{a,main}^k
\]

(10)

For the on-ramp traffic:

\[
s_{q,on}^k = \begin{cases} 
0, & \text{if } q_{on}^k \leq q_{on}^{\min} \\
\frac{q_{on}^{\min} - q_{on}^k}{\Delta q_{on}}, & \text{if } q_{on}^k < q_{on}^{\min} \leq q_{on}^{\max} \\
\frac{q_{on}^{\max} - q_{on}^k}{\Delta q_{on}}, & \text{if } q_{on}^{\min} \leq q_{on}^k \leq q_{on}^{\max} \\
1 + \frac{q_{on}^{\max} - q_{on}^k}{\Delta q_{on}}, & \text{otherwise} 
\end{cases}
\]

(11)

\[
s_{a,on}^k = \begin{cases} 
0, & \text{if } a_{on}^k \leq a_{on}^{\min} \\
\frac{a_{on}^{\min} - a_{on}^k}{\Delta a_{on}}, & \text{if } a_{on}^k < a_{on}^{\min} \leq a_{on}^{\max} \\
\frac{a_{on}^{\max} - a_{on}^k}{\Delta a_{on}}, & \text{if } a_{on}^{\min} \leq a_{on}^k \leq a_{on}^{\max} \\
1 + \frac{a_{on}^{\max} - a_{on}^k}{\Delta a_{on}}, & \text{otherwise} 
\end{cases}
\]

(12)

\[
s_{on}^k = s_{q,on}^k + s_{a,on}^k
\]

(13)

Therefore, the integrated state index is calculated by:

\[
s_k = s_{main}^k + s_{on}^k
\]

(14)

Here, the number of vehicles on the mainline and on-ramp is divided into 20 and 10 intervals, respectively. Both mainline and on-ramp arrival rates are divided into 10 intervals. There are thus a total of 38,016 (22∙12∙12∙12) states in the state space. As the state partition is not the concern here, we have adopted a relatively simple partition method that can be calculated efficiently. The impacts of different partitions are beyond the scope of this paper.

A reward function is used to calculate the immediate reward after executing a specific action at each time step, which guides the agent to achieve its objective. The formal reward function is defined as:

\[
R(s_{k-1}^k, a_{k-1}^k) = \frac{r_{k}^k - r_{min}^{k-1}}{r_{max}^{k-1} - r_{min}^{k-1}}
\]

(15)

$r_{k}$ is the raw reward value collected directly from external environment at step $k$. This value is normalized at each control step and saved as the immediate reward $R(s_{k-1}^k, a_{k-1}^k)$ for the state-action pair $(s_{k-1}^k, a_{k-1}^k)$. $r_{max}$ and $r_{min}^{k-1}$ are upper and lower bounds for the raw reward value, which are used for normalization.

This study considers the most commonly used objective for traffic control system, i.e. minimizing the total time spent (TTS) by road users. For a motorway segment, this TTS contains the time spent on travelling through the motorway mainline and queuing on the on-ramp [2]. Thus, a typical TTS can be obtained by:
In the above equation, $K$ is the total number of simulation steps. Since $\Delta t$ is a fixed value, minimizing TTS is equivalent to minimizing the number of vehicles on the network $\sum_{k=0}^{K} (q_{\text{main}}^k + q_{\text{on}}^k)$. To minimize TTS, the reward defined here is a negative value as shown below.

$$r^k = \begin{cases} -(q_{\text{main}}^k + q_{\text{on}}^k), & \text{if } q_{\text{main}}^k < q_{\text{main}}^{\max} \text{ and } q_{\text{on}}^k < q_{\text{on}}^{\max} \\ -(q_{\text{main}}^{\max} + q_{\text{on}}^{\max}), & \text{otherwise} \end{cases}$$

(17)

For normalization, the boundary values for the reward are set as: $r^{\max} = 0$ and $r^{\min} = -(q_{\text{main}}^{\max} + q_{\text{on}}^{\max})$. In this way, the immediate reward can fall into the range between 0 and 1.

### 3.3 Control algorithm

The control algorithm for ramp agent is developed based on the standard Q-learning described in section 2.1. Two loops related to episode $e$ and control step $k$ are maintained in the algorithm. In our application, the ramp control problem is modelled as a discrete task. One learning run is composed of a sequence of episodes (E episodes in our case) and each episode represents a learning process starting from the initial state to the end state. At each control step, one control action should be taken by the ramp agent, which leads to a one-step state transition. Therefore, one episode of the algorithm contains a number of control steps ($K$ steps in our case). The details of the control algorithm can be found in Figure 3.

### 4. SIMULATION ANALYSIS

After the definition of agent elements and control algorithm, a series of simulation-based experiments are conducted to test the algorithm performance, especially the influence of different parameters. Both the ramp agent and traffic flow model (ACTM) are implemented with C++ using Visual C++ 6.0.

#### 4.1 Experiment design

A simple network similar to the one proposed by [20] is used for the test. This network contains four

---

### Figure 3 – Algorithm for the ramp agent

---
cells including one on-ramp cell (the cell with one linked on-ramp) and three normal cells. The aim of the single ramp agent is to minimize TTS of the on-ramp cell 2. The network layout can be found in Figure 4, which is a typical motorway with a three-lane mainline and one single-lane on-ramp.

For the ease of calculation, all cells have the same length of 1 km, and therefore have the same $q_{\text{max}}$. We assume $q_{\text{max}}^{\text{main}} = 600$ veh, which means each lane can contain up to 200 vehicles per km. The capacity of each lane is set as a typical value of 2,000 veh/h [5]; thus, for 3-lane mainline $d_{\text{max}}^{\text{main}} = 6,000$ veh/h. The free flow speed $v_f = 100$ km/h, flow blending parameter $\theta = 0$, flow allocation parameter $\eta = 0.16$ are selected from [18]. Thus, the congestion wave speed can be calculated from these parameters as $w_f = 11.4$ km/h. $\Delta t$ is set as 30 s to guarantee that $\Delta t \leq \min (i/v_i)$. When congestion happens in cell 2, the road capacity will drop to 90% of the original capacity of uncongested situations with $\lambda = 0.9$.

![Figure 4 - Network layout](image)

A demand profile similar to the one used by [5] is chosen for our analysis (as shown in Figure 5). Although such a demand profile can guarantee the effectiveness of ramp control on reducing TTS, we do not know if this reduction is the optimal result. To verify the result generated by ramp agent, the commonly used ramp control strategy ALINEA is applied here as a comparison. ALINEA has been proven to be a high-quality strategy for local ramp control problems in many studies [2, 4]. In our simple case, the ramp agent with suitable parameter settings can obtain almost the same result of ALINEA (see Figure 6). Here, the optimal parameters of ALINEA are set according to [20].

Under the control of ramp agent, TTS of the whole test period is 3,920 veh min, which is almost 55% of the situation without control (7,160 veh min). This TTS (3,920 veh min) is used as the benchmark in our test. Once the ramp agent reaches this result, it will be said that it has learned the optimal control strategy. The number of episodes (or time) spent for archiving this result is used to measure the learning speed.

![Figure 6 - TTS comparison](image)

### 4.2 Results and discussion

The influence of three parameters on the algorithm performance has been tested according to two aspects: learning speed and convergence stability. As introduced in the above section, the number of episodes (NE) spent is used as the indicator for the learning speed. The higher NE is, the slower the agent learns to obtain the optimal result. The convergence stability is measured by the variance of results (VR) which is calculated by:

$$VR = \frac{1}{N-1} \sum_{i=1}^{N} (\text{TTS}_i - \text{TTS})^2$$

where $N$ is the number of episodes after the benchmark is reached, $\text{TTS}_i$ is the total time spent corresponding to the $i$-th episode after the benchmark is reached, $\text{TTS}$ is the average value of $\text{TTS}_i$ collected from the last $N$ episodes, i.e. $\text{TTS} = (\sum_{i=1}^{N} \text{TTS}_i)/N$. This indicator can be used to measure how steadily the algorithm can converge to the optimal result, which means higher VR corresponds to lower convergence stability. A simple sensitivity analysis method OAT (one-factor-at-a-time) [22] is used here. This method is conducted by regulating one parameter at a time, while keeping others fixed. For instance, if $\alpha$ is the parameter analyzed, $\gamma$ and $\epsilon$ will be set as their baseline values for the whole test period. Then, we will change $\alpha$ slightly from its baseline value to observe the changes of NE and VR.

Two sensitivity indices $\text{SI(NS)} = |\Delta \text{NE}/\Delta \alpha|$ and $\text{SI(VR)} = |\Delta \text{VR}/\Delta \alpha|$ are used to measure the changes of NE and VR, respectively. For $\gamma$ and $\epsilon$, the same method can be used to test their influence. A commonly used value 0.8 is chosen as the baseline of $\gamma$. The other two baselines for $\alpha$ and $\epsilon$ are set as 0.05 and 0.01 which are their minimum values for the test. Based
on this method and the experiment design shown in Section 4.1, a series of experiments are conducted in this section. Each experiment runs for one million episodes taking about 25 minutes to guarantee the convergence.

Although the theoretical range for three learning parameters is \((0,1)\), not all parameter values within this range are valuable for the sensitivity analysis. In the ramp control scenario, the RL algorithm with some parameter settings performed quite poorly and even could not converge to the optimal solution. These parameter values should not be involved in the sensitivity analysis. To identify these defective parameter settings, an initial test considering the full theoretical range of parameters is carried out.

As shown in Figure 7, when \(\alpha > 0.5\), the algorithm performance is very unstable with highly fluctuant TTS. When \(\alpha\) reaches 0.9, the algorithm even cannot converge to the benchmark line. Thus, in the following sensitivity analysis, the range for \(\alpha\) is set as \(\alpha \in [0.05, 0.5]\).

Figure 8 shows that \(\gamma\) performs better with higher values. With low \(\gamma\) values such as 0.3 and 0.1, the algorithm has a very poor performance and fails to find the optimal solution. In this case, \(\gamma \in [0.5, 0.9]\) is set as the test range for \(\gamma\). On the other hand, as shown in Figure 9, lower \(\epsilon\) values outperform the higher ones. When \(\epsilon\) reaches 0.1, the algorithm becomes unstable. If the algorithm selects higher \(\epsilon\) values such as 0.5 and 0.9, it will fail to reach the benchmark line. Thus, in contrast to \(\gamma\), the suitable values for \(\epsilon\) should be much lower and set as \(\epsilon \in [0.01, 0.1]\) in the sensitivity analysis. Therefore, the test ranges for three parameters in this study are: \(\alpha \in [0.05, 0.9]\), \(\gamma \in [0.5, 0.9]\) and \(\epsilon \in [0.01, 0.1]\), which are reasonable according to the literature. In previous studies relating to the RL algorithm [7-13], \(\alpha\) is often less than 0.5, \(\gamma\) is between 0.7 and 0.9 and \(\epsilon\) is usually around 0.1.

After determining the parameter ranges, an OAT sensitivity analysis is conducted to test the performance of different parameters. The test result is shown in Figure 10. From Figure 10 a and b, we can see that the learning speed is very sensitive with \(\alpha\) when it is less than 0.2. For learning rates bigger than 0.3, the learning speed cannot be increased too much by increasing \(\alpha\), and the number of episodes (NE) spent is kept at the same level around 150,000 episodes. The convergence stability, on the other hand, continues to decrease (with increased VR) with the growth of \(\alpha\). Therefore, \(\alpha\) is suggested to be set close to 0.2 to avoid the low stability and keep a relatively high learning speed.

With the increasing \(\gamma\), the number of episodes required to approach the benchmark grows gradually (see Figure 10 c). For the stability test, one interesting finding is that VR does not fall all the time with the growth of \(\gamma\). Indeed, one flexion point arises between
0.7 and 0.8 (in our case this point is 0.75), around which the highest stability can be obtained (see Figure 10 d). From the test of γ, it can be concluded that learning speed is not sensitive with the discount rate, and the highest γ cannot guarantee the best stability. If the learning speed is not a concern, a value between 0.7 and 0.8 should be chosen for γ to achieve the highest stability.

From Figures 10 e and f, it can be seen that both NE and VR are very sensitive to ε. Higher ε leads to lower stability. When ε reaches 0.1, the VR is already around 9x10^5. On the other hand, NE decreases with the growth of ε, while after ε=0.05, the learning speed cannot be improved greatly with NE around 3.0x10^5. Therefore, it is better to set ε as a very small value such as 0.01 to obtain the acceptable convergence stability.

In summary, the most sensitive parameter for both learning speed and convergence stability is ε with the highest indices around 2.5x10^5. α has less impacts on the algorithm than ε and it has the highest indices 6.0x10^6 for learning speed and 2.5x10^5 for convergence stability. Compared with α and ε, the discount rate γ seems to be less important with the highest sensitivity indices 2.0x10^6 and 2.5x10^5 for the learning speed and convergence stability, respectively. Through the comparison of different parameter values, one possible parameter setting is given as: α=0.2, γ=0.75, ε=0.01 that can guarantee high learning speed without losing too much stability.

5. CONCLUSIONS

A ramp control agent with relevant control algorithm has been developed in this paper to examine the influence of different learning parameters. Through the comparison with ALINEA, the control algorithm of ramp agent has been proven to be effective on finding the optimal solution. Using this optimal result as a benchmark, we have analyzed the impacts of three learning parameters including learning rate, discount rate and action selection parameter on the algorithm performance in terms of learning speed and convergence stability. Through the analysis we can obtain the following conclusions: (1) within the test range (α ∈ [0.05,0.5], γ ∈ [0.5,0.9], ε ∈ [0.01,0.1]) these three parameters had no obvious effects on the optimal solution itself (the benchmark line), and they only affected how fast and steadily this solution can be obtained; (2) the most sensitive parameter for using
Q-learning with $\varepsilon$-greedy strategy is the action selection parameter $\varepsilon$ which makes the most remarkable effect on both learning speed and stability among the three parameters; (3) compared to the other two parameters, the discount rate $\gamma$ is the least sensitive to learning speed and stability; (4) for parameter settings, the learning rate $\alpha$ is suggested to be a small value close to 0.2, the discount rate $\gamma$ should be between 0.7 and 0.8, and it is better to set the action selection parameter $\varepsilon$ around 0.01.

In the current stage, only deterministic parameters and $\varepsilon$-greedy action selection strategy are examined. Some adaptive parameter settings and other action selection strategies such as -decreasing and soft-max strategies will be considered in the future research. Another limitation of the work shown here is that it is focused on the local ramp control problem which does not consider the coordination of different controllers. When the coordination of multiple ramp agents are taken into account, different parameter settings that may affect the cooperation of different ramp agents should be further investigated.
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