AUTOMATIC TEACHING OF A ROBOTIC REMOTE LASER 3D PROCESSING SYSTEM BASED ON LASER-TRIANGULATION PROFILOMETRY
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One of the key challenges in robotic remote laser 3D processing (RL3DP) is to achieve high accuracy for the laser’s working trajectory relative to the features of the workpiece. This paper presents a novel RL3DP system with an automatic 3D teaching functionality for a precise and rapid determination of the working trajectory which comprises a robot manipulator, 3D scanning head, fibre laser and an off-axis positioned camera. The 3D measurement is based on laser triangulation with laser-stripe illumination using the laser’s pilot beam and scanning head. The experimental results show that the system has a precision better than 70 µm and 120 µm along lateral and vertical direction respectively inside the measuring range of 100 × 100 mm. The teaching time is 30-times shorter compared to a visual teaching procedure. Therefore, such a system can lead to large cost reductions for modern production lines that have constant changes to the products’ geometries and functionalities.
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1 Introduction

The increasing use of laser-processing technologies across a broad spectrum of applications is mainly attributed to the ability to produce an extremely precise and concentrated laser energy input [1-3]. The maximum working speed can be determined from a scanning head with two galvanometer-driven mirrors that steer the laser beam in lateral directions. Such a configuration has a much smaller inertial mass than the conventional movement provided by a robot arm only. The combination of a robot and a scanning head, the so-called remote laser three-dimensional processing (RL3DP) systems, is becoming widespread in the automotive and electronics industries, particularly in welding, cutting and surface-structuring applications [4-11] due to a significant reduction in the non-productive positioning times.

One of the key challenges related to RL3DP is the required accuracy of the laser’s working trajectory relative to the features of the workpiece, such as edges, seams, holes or grooves [3]. The tolerance is typically a fraction of the focus diameter in the lateral direction and a fraction of the Rayleigh length (focus depth) in the axial direction [12]. Since modern fibre or disk lasers have a high-quality beam [13, 14], the corresponding positional accuracy must typically be smaller than 0.1 mm. Therefore, conventional visual robot teaching (with the naked eye) is both inaccurate and time consuming.

A number of automated methods have been developed for faster and more accurate working-trajectory determinations. These are based on inductive, capacitive, visual (2D) and triangulation (3D) principles [16]. A coaxial vision system can determine the positions of the features in a lateral direction with an acceptable precision [17, 18], but it cannot determine the position in a vertical direction. In contrast, the laser-triangulation sensors make it possible to determine the features, not only in the lateral direction, but also in a direction normal to the surface [19-23]. They consist of a laser-stripe projector and a camera where the projector illuminates the landmark region with a light plane and the camera records this region from a different angle. The drawback of these sensors is that only the profile at some fixed, stand-off distance relative to the welding head is measured. Therefore, the relative position of the sensor with respect to the laser head must be calibrated and taken into account. A more flexible solution is described in [24], where the laser beam, which is guided with a scanning head, is first used for the laser-stripe projection during a 3D measurement and then for the marking. But the system lacks flexibility since it does not include a robot manipulator that allows the processing of geometrically highly complex workpieces.

This paper presents a novel system for remote laser 3D processing with an integrated 3D teaching functionality for a rapid and precise determination of the laser’s working trajectory. The system, as described in Section 2, is composed of a robot manipulator, a 3D scanning head, a fibre laser and an additional off-axis camera. The 3D surface measurement is based on a laser triangulation with a laser-stripe illumination using the laser’s pilot beam, which is otherwise used for the visual teaching procedure. The laser light plane is generated with the scanning head by the rapid deflection of the laser pilot beam. The workpiece’s edges are determined from the measured profiles after the 3D measurement in order to generate the 3D laser’s working trajectory.
system’s calibration is described in Section 3, where a precise transformation between the coordinate systems of the camera, the scanning head and the robot’s base frame are determined. The experimental results are applied to two characteristic workpieces with overlap seam geometry in Section 4, and the conclusions are drawn in Section 5.

2 System setup and algorithms

The proposed automatic 3D teaching method is composed of four main steps: (i) 3D measurement of the workpiece; (ii) detection of the working trajectory; (iii) post-processing of the working trajectory; and (iv) actual laser processing. This section describes the hardware and the algorithms for the above-mentioned steps.

2.1 Hardware

The system is shown in Fig. 1. The high-power laser (IPG, model YLR-400-AC, 400 W, continuous-wave, wavelength 1070 nm) is used in the system for the welding, cutting and marking applications. Its light is guided through the optical fibre to the 3D scanning head (HighYAG, model RLSK), which is held by the 6-axis robot (Yaskawa, model MC2000). The 3D scanning head consists of adaptive focusing optics (focus movement along the laser beam’s axis) and two galvanometer-driven mirrors that steer the laser beam along the X and Y axes of the scanning head frame (SHF). The working volume of the scanning head is 200×300×200 mm (width × length × height) at a distance of 600 mm from the last optical surface. A camera (PointGrey, model FL3-U3-13Y3M-C, 1280×1024 pix, 150 fps, sensor size 1/2”) is fixed off-axis relative to the scanning head (triangulation angle is 20°). The imaging lens, with a focal length of 35 mm, includes a narrow band interference filter (central wavelength is 660 nm, FWHM spectral width is 10 nm) for a contrast of the laser stripe on the acquired image by a laser light plane from a different angle [15, 25]. In all three cases a peak-detection from the measured 3D shape is shown in Fig. 2. The precise detection of the laser’s working trajectory in 3D space is particularly important in the case of a butt- or fillet-weld geometry, where misalignment between the laser beam and the seam leads to a low-strength weld. Therefore, the working-trajectory detection in the case of a continuous welding application is presented in this subsection.

The algorithm for the 3D working-trajectory detection from the measured 3D shape is shown in Fig. 2. The input data is a matrix-arranged point-cloud with four values for each point (X, Y, Z coordinates and the intensity of the laser stripe at the measured points). Every row of the matrix represents one measured profile. The trajectory detection begins at the first profile and iterates to the last one. For each profile a peak or valley is detected with three types of signals. The first is used [26].

2.2 Measurements of the workpiece’s 3D shape

The measurements of the workpiece’s 3D shape are based on the laser-triangulation principle where the camera acquires images of the surface that is illuminated by a laser light plane from a different angle [15, 25]. In such a configuration the laser stripe on the acquired image is distorted according to the surface of the measured section. The laser light plane is generated with the scanning head by the rapid deflection of the laser pilot beam (wavelength 660 nm) along the Y axis relative to the SHF. The pilot beam’s oscillation is synchronized with the camera’s acquisition speed (40 profiles/s).

The processing area is measured by moving the scanning head along the scanning trajectory, as shown in Fig. 1. The linear trajectory is manually determined by selecting the starting and final points (see Pstart and Pend on Fig. 1). Otherwise, if the workpiece’s geometry is more complex, an arc-shaped or polygonal trajectory can be used. The typical scanning speed during a 3D measurement is 10 mm/s.

2.3 Working-trajectory detection

The precise detection of the laser’s working trajectory in 3D space is particularly important in the case of a butt- or fillet-weld geometry, where misalignment between the laser beam and the seam leads to a low-strength weld. Therefore, the working-trajectory detection in the case of a continuous welding application is presented in this subsection.

The processing area is measured by moving the scanning head along the scanning trajectory, as shown in Fig. 1. The linear trajectory is manually determined by selecting the starting and final points (see Pstart and Pend on Fig. 1). Otherwise, if the workpiece’s geometry is more complex, an arc-shaped or polygonal trajectory can be used. The typical scanning speed during a 3D measurement is 10 mm/s.

The algorithm for the 3D working-trajectory detection from the measured 3D shape is shown in Fig. 2. The input data is a matrix-arranged point-cloud with four values for each point (X, Y, Z coordinates and the intensity of the laser stripe at the measured points). Every row of the matrix represents one measured profile. The trajectory detection begins at the first profile and iterates to the last one. For each profile a peak or valley is detected with three types of signals. The first is used [26]. In all three cases a peak-detection routine based on the calculation of the second derivative is used [26].

Since multiple peak or valley points can appear on each profile, the most relevant is selected by calculating its strength (S), where combination of all three signals is taken into account:

\[ S_i = \sqrt{\left(\frac{I_{\text{largest}} - I_{\text{threshold}}}{I_{\text{threshold}}} \right)^2 + \left(\frac{Zy_i - Z_{\text{threshold}}}{Zy_{\text{threshold}}} \right)^2 + \left(\frac{Zy_{yy_i} - Z_{y_{yy_{\text{threshold}}}}}{} \right)^2} \]  (1)
The index $i$ denotes a consecutive point on the current profile, $I$ and $I_{avg}$ are the intensities at the detected point and the average intensity of the entire profile, respectively. $\Delta I_{thresh}$ is an intensity threshold value. $Z_Y$ is the first derivative of the surface height along the $Y$ axis at the $i^{th}$ point and $Z_{YY}$ is the corresponding threshold value. Similarly, $Z_{YY}$ is the second derivative of the surface height along the $Y$ axis at the $i^{th}$ point and $Z_{YY}$ is the corresponding threshold value.

In the case of the first profile, the distances are calculated according to the point $P_{start}$. Therefore, the operator must pick the starting point closer to the actual starting point of the edge contour than to any other geometric feature. The threshold values $\Delta I_{thresh}$, $Z_Y$ and $Z_{YY}$ in equation 1 depend on the geometry of the edge that needs to be determined. Tab. 1 shows typical geometries and the corresponding threshold values.

Using the described algorithm a single point is extracted from consecutive profiles. Their coordinates ($X$, $Y$ and $Z$) in the base frame (BF) are stored in a point array, which represents the raw data of the working trajectory. Raw data implies that some error points (outliers) might occur and that the point-to-point distance is equal along the scanning trajectory, which means that the working speed depends on the working-trajectory curvature. These two corrections are made in the next step – post-processing of the working trajectory.

Table 1 Some edge geometries and the corresponding threshold values $\Delta I_{thresh}$, $Z_Y$ and $Z_{YY}$ used in Eq. (1) for the calculation of the edge strength.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>$\Delta I_{thresh}$ ($\text{mm}^{-1}$)</th>
<th>$Z_Y$ ($\text{mm}^{-1}$)</th>
<th>$Z_{YY}$ ($\text{mm}^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Butt-weld</td>
<td>20</td>
<td>0,5</td>
<td>1</td>
</tr>
<tr>
<td>Overlap</td>
<td>20</td>
<td>1</td>
<td>Infinity</td>
</tr>
<tr>
<td>Fillet</td>
<td>20</td>
<td>Infinity</td>
<td>1</td>
</tr>
</tbody>
</table>

2.4 Working-trajectory post-processing

The working-trajectory post-processing is composed of two steps: filtering and interpolation. First, the outliers are removed using a median filter for the $Y$ and $Z$ coordinates [26], where a typical filter width is 3 points. The points where the differences between the original and the filtered $Z$ coordinates are greater than the threshold value (typically 0,25 mm) are replaced by the filtered one.

![Figure 3](image_url)
A working-trajectory interpolation follows in order to ensure a constant working speed $|v_w|$. Fig. 3 shows a situation where the scanning head moves along the line $P_{\text{start}}P_{\text{end}}$ with a constant scanning speed $|v_{\text{scan}}|$ and the laser beam follows the working trajectory, also with a constant speed. The differences between the locations of the SHF and the laser beam $r'$ are made by the scanning head. The following procedure is used to calculate the $r'$ coordinates as a function of the robot’s movement time:

Travel time of the laser focus along the working trajectory with the constant speed, so-called processing time ($t_{\text{proc}}$), is calculated according to the absolute value of $|v_w|$ and the length of the working trajectory ($L_w$):

$$t_{\text{proc}} = \frac{L_w}{|v_w|} \quad (2)$$

The speed of the scanning head ($v_{\text{scan}}$) is calculated as a three-dimensional vector:

$$v_{\text{scan}} = \frac{P_{\text{end}} - P_{\text{start}}}{t_{\text{proc}}} \quad (3)$$

The working trajectory is then resampled using a linear interpolation in such a way that the consecutive trajectory points $r_i$ and $r_{i+1}$ are equidistant in 3D space. Additionally, the distances between the consecutive points are determined by the working speed $|v_w|$ and the time increment $\Delta t$:

$$\Delta r = |r_{i+1} - r_i| = |v_w| \Delta t \quad (4)$$

Finally, the points in SHF are calculated according to the known scanning speed $v_{\text{scan}}$, the starting point $P_{\text{start}}$ and the rotation matrix $\mathbf{R}_{\mathbf{BF}}$ that describes the rotation between the SHF and the BF:

$$r_i^{\text{SHF}} = \mathbf{R}_{\mathbf{BF}} (r_i - v_{\text{scan}} \Delta t \cdot i - P_{\text{start}}) \quad (5)$$

These points are then sent to the scanning head and executed synchronously with the robot’s movement. In practice, a preview of the detected working trajectory is first made by the laser’s pilot beam for a visual check. If the result is acceptable, the real laser processing proceeds.

3 System calibration

Calibration is one of the most important steps when preparing the system for accurate measurements and processing. The following parameters are determined with the calibration: the camera position and orientation relative to the scanning head, the lens distortion and the focal length. All these parameters are needed for an accurate calculation of the measured workpiece in the BF.

The procedure is based on the measurement of a reference, groove-shaped surface, as shown in Fig. 4a. The reference measurement is made at multiple known distances between the scanning head and the reference surface to ensure that the entire measuring range is calibrated. The measured profiles are then transformed into a 3D space using estimated values of the above-mentioned parameters. These parameters are then numerically optimized until the minimum deviation (the sum of the squared errors) between the measured profiles and the reference surface is found [25].

An example of a calibration measurement is shown in Fig. 4b where the reference surface was measured at 11 height levels with 10 mm intervals. The standard deviation between the surfaces was 0.15 mm after optimization and Fig. 4c shows the difference between the measured points and the reference surface along the Z axis. It is clear that the differences are equally distributed over the entire region, which indicates that almost all the systematic errors are compensated to the level of the measuring precision.

Figure 4 Calibration measurement of the reference surface (a) at 11 height levels with 10 mm intervals (b) and the corresponding colour map of the deviations between the measured points and the reference surface (c)
4 Results and discussion

The measurement precision is demonstrated on two characteristic specimens with overlap seam geometry. Fig. 5 shows the measured 3D surfaces of both specimens. The detected working trajectories are marked with dashed lines. The first one is made of stainless-steel plates, where the surface is wavy and the seam has a sinusoidal shape in a perpendicular direction (see Fig. 5a). The specimen has dimensions of $460 \times 200 \times 50$ mm and the plate thickness is 2 mm.

The second workpiece is made of three, flat, rectangular, mild-steel plates, where the smaller two are placed on the larger one (see Fig. 5b). The size of the smaller plates is $66 \times 40$ mm, the plate thickness is 1 mm and the offset between the smaller plates in the perpendicular direction is approximately 16 mm.

The steel plates are made of rolled sheets, where no additional surface treatment was applied. As a result, a combination of specular and diffuse reflections of the pilot laser light was present. The scanning frequency was 40 profiles/s and the scanning width was 100 mm in all the experiments. The scanning speed was varied in order to show its influence on the detection precision of the working trajectory.

Fig. 6 shows the measuring precision of the wavy specimen. It was measured 21 times between the same starting and final points with a scanning speed of 8.33 mm/s. The upper two graphs show the $XY$ and $XZ$ projections of the detected trajectory, while the bottom graphs show the standard deviations along the $Y$ ($\sigma_Y$) and $Z$ ($\sigma_Z$) axes versus the $X$ position. It is clear that $\sigma_Y$ is, in all cases, smaller than 70 $\mu$m with an average of 29 $\mu$m. Somewhat larger is $\sigma_Z$, which has a maximum value of 120 $\mu$m, with an average value of 45 $\mu$m.

Fig. 7 shows similar results for the step-shaped specimen. As before, the measurements were repeated 21 times between two points with a scanning speed of 8.33 mm/s. The standard deviations in this case are approximately two times smaller in both directions ($\sigma_{Y,\text{max}} < 25$ $\mu$m and $\sigma_{Z,\text{max}} < 50$ $\mu$m). A higher deviation only appears for the step where the scanning precision along the $X$ direction also affects the other two directions.

The dependences of the standard deviations along all three directions versus the scanning speed are shown in Fig. 8. The $\sigma_{Y,\text{mean}}$ and $\sigma_{Z,\text{mean}}$ were calculated as an average of the deviations presented in Fig. 7c and 7d, while the $\sigma_X$ was calculated as a standard deviation of the step location along the $X$ direction.
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The scanning speed only has an influence on the precision along the scanning direction (see Fig. 8), which is to be expected, as this increases the distance between the consecutively measured profiles and consequently the scanning resolution. But in the case of a sloping edge (such as the specimen in Fig. 5a) the precision along the scanning direction also affects the precision along the other two directions.

The above results show that the system measures the workpiece with an appropriate precision for successful automatic contour detection in 3D space. Automatic 3D teaching, which includes the manual determination of the start and end points, the 3D measurement (500 mm scan length with a scanning speed of 500 mm/min) and the detection of the working trajectory, typically lasts less than 2 minutes, which is more than 30-times faster than the manual teaching procedure (assuming a similar shape to the specimen in Fig. 5a).

Compared to the reduced teaching time, the improved measuring precision is even more important. The standard deviation in the lateral Y direction is everywhere less than 70 µm in the case of a sinusoidal specimen (see Fig. 6b) and less than 25 µm in the case of a step-shaped workpiece (see Fig. 7b). The standard deviation in the vertical direction is approximately 2-times higher: 120 µm and 50 µm for the sinusoidal and step-shaped workpieces, respectively. The greater deviations in the case of the sinusoidal specimen are primarily attributed to the out-of-focus measuring positions and to the specular reflection of the pilot laser into the camera for some regions of the specimen. Fig. 6 confirms this since the deviation along the Z direction is greater in the lower areas and the deviation along the Y direction is greater for the starting and end regions where the specular reflection is directed into the camera.

Comparing the results with the precision of a visual edge determination, the proposed system is more than 10-times better, since the standard deviations of a visual determination are approximately ±0.15 mm and ±1.5 mm in the lateral and vertical directions, respectively. According to reference [15] the visual precision is mainly determined by the resolution of the human eye, the diameter of the pilot laser beam and the Rayleigh length of the pilot beam. This is in good agreement with the actual data (the resolution of the human eye is approximately 0.2 mm, the pilot beam diameter is 0.1 mm and its Rayleigh length is 3 mm.

**5 Conclusions**

An innovative system for the automatic 3D teaching of remote laser processing was developed. The teaching is based on 3D measurement of a workpiece with laser-triangulation principle where the laser light plane is generated with the scanning head by the rapid deflection of the laser pilot beam. The 3D working trajectories is detected from measured surface with a precision better than 70 µm along the Y direction and better than 120 µm along the Z direction at measuring ranges of 100 × 100 mm. The precision along the scanning direction depends on the scanning speed, which is 0.08 mm at 8.33 mm/s.

The teaching time is more than 30-times shorter, compared to the visual procedure. Therefore, such a system enables a large cost reduction in modern...
production lines that have permanent changes in product geometries and functionalities. With further software development the system could also be used for the control of the workpiece shape and integrity before and after the laser processing in order to increase product quality.

Acknowledgments

We would like to thank Yaskawa Slovenia for supplying their commercially available robotic system for remote laser welding applications. The authors acknowledge the financial support from the state budget by the Slovenian Research Agency (Programmes No. P2-0392 and P2-0270).

6 References


Authors’ addresses

Assoc. Prof. Matija Jezersiek, PhD
University of Ljubljana,
Faculty of Mechanical Engineering,
Aščerkčeva 6, 1000 Ljubljana, Slovenia
E-mail: matija.jezersiek@fs.uni-lj.si

Matjaž Kos B.Sc.
University of Ljubljana,
Faculty of Mechanical Engineering,
Aščerkčeva 6, 1000 Ljubljana, Slovenia
E-mail: matijakos@fs.uni-lj.si

Hubert Kosler, B.Sc.
Yaskawa Slovenija,
Lepovče 23, 1310 Ribnica, Slovenia
E-mail: hubert.kosler@motoman.si

Prof. Janez Mozina, PhD
University of Ljubljana,
Faculty of Mechanical Engineering,
Aščerkčeva 6, 1000 Ljubljana, Slovenia
E-mail: janez.mozina@fs.uni-lj.si