88 JOURNAL OF COMMUNICATIONS SOFTWARE AND SYSTEMS, VOL. 1, NO. 2, DECEMBER 2005

On the Designof Punctured.ow Density Parity
CheckCodesfor Variable Rate Systems

Marco Baldi and FrancoChiaraluce
Original scientific paper

Abstract— The authors face the problem of designing good LDPC codes with (sometimes sub-)optimal performance but
LDPC codes for applications requiring variable, that is adaptive, with limited complexity. The situation becomes more involved
rates. More precisely, the object of the paper is twofold. On j, those applications that require variable rate codes; this is
one hand, we propose a determ|_n|st|c (not ran_dom) procedure ical f le i dio link h h h h-
to construct good LDPC codes without constraints on the code typical, for example, in radio links, w er.e.t e system throug
dimension and rate. The method is based on the analysis and PUt can be related to the channel conditions: less redundancy
optimization of the local cycles length in the Tanner graph added when the channel is good, more redundancy added
and gives the designer the chance to control complexity of the when the channel is bad. Radio links generally addpt
designed codes. On the other hand, we present a novel puncturing 5y mogdulation schemes, with the aim to limit the bandwidth
strategy w_hlch acts directly on the parity c_heck matrix of the - h hiah | effici - th h d
code, starting from the lowest rate needed, in order to allow the occu_pangy, .€., _to av_e '9 Sp?Ctra efficiency; then the code
design of higher rate codes avoiding additional complexity of the rate is adjusted in conjunction with the spectral features of the
co/decoding hardware. The efficiency of the proposed solution is modulation adopted, in such a way as to satisfy the constraints
tested through a number of numerical simulations. In particular, on the bandwidth.
the. puncturing strategy is applied for designilng codes with rate In a variable rate system using LDPC codes, a straightfor-
variable between 0.715 and 0.906. The designed codes are used . . - L - -
in conjunction with M-QAM constellations thr%ugh a pragmatic ward but inefficient S.O|Ut'on may ?OnS'St in using a different
approach that, however, yields very promising results. code for each required rate. This way, each code can be
optimized, thus providing very good performance in any
operational condition. As a drawback, however, a solution
of this kind implies the need for a complete change of the
co/decoding system any time updating the rate is requested.
) } This, in turn, yields a proliferation of components, that is

Low Density Parity Check (LDPC) Codes are the “statgsomplex hardware and redundant processing time. Therefore,
of-the art” in the current scenario of error correcting codegom this point of view, such a solution is quite unpractical.
They have been introduced by Gallager in the sixties [1], A much more practical approach consists in using punc-
but for a long period they suffered scarce interest. In recqﬁ}mg to adapt the rate. In this case only one (or a limited
years, however, many authors have shown how these cogggher of) code(s) is included in the system, with parameters
can outperform other solutions in approaching the Shanngfliaple to ensure the lowest rate; the higher rates are then
limit [2], when combined with efficient decoding algorithmsyphiained by adopting a proper puncturing strategy. In its classic
based on ‘belief propagation’. Since then, several methoglg,lementation, puncturing selectively eliminates a number of
have been proposed in the literature for the design of LDR(js in the codewords produced by the code with the lowest rate
codes. At the same time, these codes have begun to appegpifther code). A puncturer device is added, for such purpose,
important telecommunication standards: a relevant example ginkhe encoder output: the valueofis reduced and the value
this sense, is provided by the proposal to include an LDR§ p is increased accordingly. The problem of puncturing is
code in the DVB (Digital Video Broadcasting) standard [3lhat it may require optimization and this is not, in general,
LDPC cod_es are currently under investigation also by CCSDdSsimple task, due to the number of degrees of freedom in
(Consultative Committee for Space Data Systems) for futUfige choice of the puncturing pattern. Moreover, again thinking
space missions [4]. o o in terms of classic implementation, the belief propagation

For a given code length and rateR, it is not so difficult to  490rithm, that operates on the Tanner graph representing the
design an L[?PC code with good performance: it should haygge must be adapted to manage the missing bits at the
BER/FER (Bit Error Rate/Frame Error Rate) curves charactggceiver; this is usually done by assigning a null value to the
ized by sudden “waterfall” (i.e. starting at smallS|gnal-to-n0|s|(_aog_|_ike|ihood Ratio (LLR) of these bits. Consequently, a
ratios) and no error floor (or, at least, very low error ﬂoo%ignificant performance degradation often results.
which means “negligible” for the application of interest). The |, this paper, we propose a different puncturing strategy
point is that such a result could need rather complex solutiogg,ere, instead of erasing bits, we eliminate rows and columns
often unpractical to implement. Thus, the goal is to desigRym the parity check matrix of the mother code; this permits

Manuscript received June 01, 2005; revised November 07, 2005 and JanJeraSSOCiate a reduced graph to the code with higher rate;
09, 2006. The paper was presented in part at the Conference on SoftwatéCh a graph is a subset of the original graph, and there is
Telecommunications and Computer Networks (SoftCOM) 2005. no need to force “artificial” values for the LLRs of the not
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requiring the “switch-off” of some routing paths. length cycles damage the efficiency of the ‘belief propagmti
Performance evaluation of a number of codes with variablfecoding method. Moreover, it is well known that the local
rate designed through this new puncturing strategy (callegicles minimum length determines a lower bound on the
pseudo-puncturing in the following) is one of the targets of minimum distance [6]. All these aspects provide useful info
the present paper. As another target, however, we proposation, and should be taken into account in the arrangement
a new procedure, named Local Cycles Optimization (LCOJf the parity check matrix.
to design good LDPC codes without constraints on the codeBesides performance issues, the design of an LDPC code
size and rate. As mentioned above, the design of good LDR&s to take into account the requirement to have limited
codes is an involved and, in some respects, still open pmableencoding and decoding complexity. As an example, one of
The “goodness” of a code is related to a number of aspedtse most popular methods for LDPC encoding, which is
often contrasting one each other, like encoding and degodimased on Gaussian elimination followed by back-subsbityti
complexity, and error rate performance. Our design methaskhibits a complexity sometimes increasing as the square of
which is deterministic (not random), relies on the analgsid the code size. This is due to the fact that Gaussian elinoinati
optimization of the local cycles length in the Tanner grapl a involving processing of the matrix rows and columns (indtea
gives the designer the chance to control complexity. Agtualof simple permutations) may be responsible for the rednctio
the LCO algorithm will be presented in the first part of thef the sparse character of matrit. As a consequence, if
paper, as it will be used in the second part, together wigmcoding complexity must be a premium, encoding should
other well-known techniques like the Progressive Edge @rowbe realized by avoiding Gaussian elimination, but usin@-alg
(PEG) algorithm, to design variable rate codes. rithms based only on rows and columns permutations which
The organization of the paper is as follows. In Section Il wpreserve the sparse character of the parity-check matfix [7
describe the LCO algorithm with examples of application. Im some cases, these techniques lead to a complexity that
Section Il we discuss the way to match binary codes witihcreases linearly with the code dimension. Further result
M-ary modulations. Section IV introduces the question @he same direction have been obtained by introducing the so-
variable rate codes design and its possible approachesy fixtalled LU factorization technique to increase the efficjeat
attention, in Section V, on the pseudo-puncturing mechanisthe encoding stage [8].
Section VI deals with an explicit example of application,jih  An approach that surely leads to an encoding complexity
section VIl outlines other solutions found in the literayr linearly increasing with the code dimension consists irigtes
that are compared with the proposed one. Finally, sectioh Ving directly lower triangular matrices: in this case therspa

concludes the paper. character is always preserved in the encoding stage too. A
way of pursuing this aim is to divide the parity-check matrix

II. THELCO ALGORITHM FOR THE DESIGN OFLDPC in two blocks, one random and one deterministic, the latter

CODES having lower triangular form. Such an approach has been first

introduced with the so-called ‘semi-random codes’ [9].

Based on these premises, in the next subsection we present

The design of an LDPC code consists in a suitable choigefy|y deterministic technique to construct LDPC magiz
of its parity-check matrix. A designed parity-check matix \yhich is able to consider all the needs described above.

is efficient if it is able to ensure good performance, yieddinTpe proposed algorithm permits to design codes without
BER/FER curves characterized by sudden waterfall and Ve straints on the dimension or the rate.

low error floor. Unfortunately, these two requirements are

often contrasting. On one hand, it is known that the minimum

distance of a code specified by its parity-check matrix corrB. The LCO algorithm

sponds to the smallest number of columnstbthat sum to The core of the LCO algorithm is a set of procedures which

the null vector, i.e. the kernel rank, and this number gdlyeraserve to compute the local cycles length in the Tanner graph

increases when the column weight increases or, that is {a code. This knowledge is necessary to estimate the length

same, when the matrix sparseness is reduc®d the other of the shortest cycle for each variable node, also knownas th

hand, in most cases, a sudden start of the waterfall regiggal ‘girth’.

would benefit by a more sparse matrix [S5]. Searching for the |t can be noticed that, whilst in the PEG algorithm, de-

best compromise is not simple, even because performancgdgbed in [6], edges are inserted in the Tanner graph throug

determined by the whole degree distribution in the Tanngr «pest effort’ approach, the LCO method uses a ‘brute

graph representing the code. force’ procedure, more similar to the one presented in the
Itis qualitatively reasonable that to have a small overia@p ‘|ook-ahead-enhanced version’ of the PEG algorithm, réégen

factor between the columns ¢ can help to increase theproposed [10]. In spite of this, however, the code constract

kernel rank. In this sense, there is a strict relationshifh Wialways employs reasonable computation time, even for code-

the need to avoid short length cycles in the Tanner graph\gérd lengths as large as 10k bits. Furthermore, employing

the code, that requires small overlapping as well, sincetshgych a technique, the code design is straightforward: int mos
i . L cases only one attempt is needed to design a good code, so the
This holds on condition that the number of symbols ‘1’ in eachucm h

of the parity-check matrix remains less than the number of sysniBal but computation overload due to the brute-force approach can be

this is certainly true for LDPC codes justified considering that the algorithm is executed onlgeon

A. General design issues
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Algorithm 1 Local Cycles Optimization Algorithm 2 Evaluation ofjp.s;
initialize the parity check matrix with all symbols ‘0’ given i as the variable node under analysis
do the first matching by inserting multiple diagonals considering j € [jmin, 7]
for (k= 1;k < dymaz; b+ +) find (j : edge(i,j) does not create a local cy¢land
for (i =1;i <mnji++) (d¢[4] is minimum)
if (dy[i] < dutarget[t]) if found
set the value ofj,,;, to consider the Jbest = J
possible constraint on the else
lower triangular form for the find j : edge(i,j) creates the longest local cycle
generated matrix if edge(i,j) creates a local cycle that
for (§j = jmin;J <r;j++) satisfies the girth length constraint
lf (/EI edge(%j)) and (dc[j] < dctarget[j]) jbest = ]
simulate edge(i, j) else
end if Jrest =0
end for end if

if 3 j that satisfies the girth length constraint end if
find jpes: @andassignedge(i, jpest)
end if
end if
end for
end for

satisfied or not. For this purpose, a scanning proceduree$ us
which recursively runs through the Tanner graph and reports
the length of the local cycles. The local girth length found
must be higher than a threshold, imposed by the designer, for
the constraint to be satisfied, otherwise the edge is nottetse

The deterministic approach, here adopted, permits to main-

tain a complete control on the girths, contrary to what mdy Code Examples

happen when using a random approach. A routine implementNine LDPC codes, withn = 2640 and R = 1/2, have

ing the LCO is represented by Algorithm 1. been designed by using the LCO technique with different
The notation used needs explanatidp;,... is the variable initial settings; four of them have full (in the sense of non-

nodes maximum degree, is the number of columns in thetriangular) parity-check matrices and the other five haweeto

parity check matrixd,[1...n] is the current column weights triangular parity-check matrices. For the sake of comparis

VeCtor, dyiarget[1 . . . n] is the target column weights vector, two further codes, designed by using different techniqués b

is the number of rows in the matrix,.[1...r] is the current with the same parameters, have been considered: the first one

row weights vectord.tqr4et[1 - .. 7] is the target row weights was obtained by using the PEG algorithm [6], while the second

vector, edge(i, j) represents an edge connecting the variabige is a Margulis code [11], well recognized as a valuable

nodei with the check nodg (i.e. setting to 1 the(j,i)-th benchmark in the literature. The number of edges and thé loca

symbol in the matriX)dytarget[1 - - . n] @nddearget[1 . .. 7] are  cycles length distribution, for each code considered, ogva

fixed in advance, according with the total edge number to e Table | where, for subsequent discussion, the codes have

inserted or with specific degree distributions the codeghesi been properly numbered, and LCO codes with lower triangular

would like to impose. parity-check matrices (LT) are distinguished from thoséhwi
When the algorithm starts, the graph is initialized with th&ll matrices (F).

insertion of an edge for each variable node, which is eqeital ~ The performance of the whole set of codes has been com-

to put multiple diagonals in the matrix. This task is perfedn pared according with the criteria explained in the follogvin

in such a way that a whole diagonal is positioned in the rightibsection. Some results of this comparison are then egport

part of the matrix, to ensure the lower triangular form. As a@nd discussed in subsection II-E.

option, the last diagonal can be doubled, to increase thalini

column degree of the right square block, similarly to whd®. Comparison Criteria

done in [9]. Three parameters will be evaluated for each considered
Actually, for increasing flexibility, the choice to have ader code: encoding complexity, decoding complexity and error

triangular form is not obliged: by a suitable choice of theate performance. Based on these parameters the choice of

parametey,,;,, one can decide to insert symbols ‘1’ above the code should be always made, however, safeguarding the

rightmost diagonal, or not. For the former case, in paréicul peculiarities of any specific application.

it is sufficient to setj,;, = 1; otherwise,j.., is properly 1) Encoding Complexity: Encoding complexity obviously

calculated by the algorithm. depends on the encoding technique adopted. Since none of
A key point concerns findingy.s:, that is the index of the the codes considered allows particular encoding procedase

most suitable control node to connect with the variable nodgasi cyclic codes do, for example), we will refer to the com-

v;. This is done through the Algorithm 2. mon ‘back substitution’ technique, together with ‘Gaussia
The algorithm has to establish if the girth length constrigin elimination’, if necessary.
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TABLE |

COMPARISON OFLDPC CODES WITHn = 2640 AND R = 1/2 In Eq. (2), we have considered theit= 7-dyqverage, Where

dyaverage represents the average number of symbols ‘1’ in

No. of | Number of Local Cycles with Length]  €ach column of the matrixl,qverage IS @lways low (typically
Code | Design | edges| 8 10 2 [ 14| >16 less than 6, for the code length here considered) and does not
gl 'I:gg 8:% ;i’g% 8 8 gggg 8 113 depend om or, more precisely, depends anin a sub-linear
Cﬁ LCO (F) | 7141 0 o | 26271 o 13 way; so we can say that the encoding complexity, in this case,
Cy LCO (F) | 7220 0 0 | 2640| O 0 increases a6 (n).
Cs | LCO(F) | 72290 | 0 0 2640 0 0 2) Decoding Complexity: Although exact evaluation of
Ce | LCO(LT) | 7480 | O | 2218| 421 | O 1 : . .
Cr | LcoF) | 7920 | o | 2640| 0 | 0 0 hardware/software decoding complexity for LDPC implemen-
Cs | LCO(LT) | 13005 | 2639 | O 0 0 1 tation strongly depends on advanced design issues like the
00190 '—CF?E(G'-T) 173;359354 2%39 2531 8 8 ; parallelization degree, the routing strategies and the ongm
Ci | Margulis | 7920 | 2640 | 0 o | o 0 requirements, a complexity measure which is independent

of the final implementation and significant enough for fair
comparison between different codes is needed.
It can be proved that some important features, like the
In this case, there is a considerable difference between W\@mory requirements, the number of elementary operations
encoding stage of a code characterized by a full parity chegk each variable node for each iteration and the number of
matrix and that of a code with a lower triangular matriXgjementary operations at each check node for each iteration
the former requires Gaussian elimination to be performege g proportional to the number of edggsin the Tanner
on its parity check matrix, that usually implies the loss qfraph. Moreover, complexity should be referred to each de-
the sparseness character of the matrix itself, while thterlatcoged information bit: this implies thdt is multiplied by the
permits to bypass this process thus preserving the matf¥mper of iterations and then divided By the information
sparseness. bits per decoded codeword.

In the worst cases, that however are not so rare, we can prem conclusion, we can express the decoding complexity per
sume that, after application of the Gaussian eliminatiosifix  jhformation bit as follows
H becomes dense. This has implications on the complexity, as Inax - E
explained below. DC = — ©)

To estimate the encoding complexity, we can consider th . . .
total number of sums needed to solve the linear system v&%ere Inax represents the maximum number of iterations
parity check equations. In evaluating this quantity, weerefSCheduled for decoding,

to lower triangular matrices, either those designed jushis 3) .Error Rate Performance. A further criterion we haV(.a.
form or those obtained by Gaussian elimination. It can considered is the code performance over the AWGN (Additive

easily verified that, in both cases, the total number of su hite Gaussian Noise) channel. For this purpose, all codes

equals the number of symbols ‘1’ in the matrix minus its ro ave been simulated by means of a software written in C++

number, each parity equation providing one redundancy bi anguage and their performance has been analyzed in terms

. . . of Bit Error Rate (BER) and Frame Error Rate (FER) curves.
For dense lower triangular matrices, we can consider th;]1 e modulation scheme adooted is Binary Phase Shift Kevin
except for the rightmost all-zero triangle, they have appro P y ying.

mately half the symbols equal to ‘1’ and half equal to ‘0’ irmﬁgs. 1 and 2 show the performance of LCO codes with a

. : : | parity-check matrix, whilst Figs. 3 and 4 show the per-
this case, we depote HCD the encoding complexityEC) formance of LCO codes with a lower triangular parity check
of a codeword given by

matrix. All figures also report, for the sake of comparisdg t

1(n+k)-r performance of the PEG code and the Margulis code.
ECD = ———F——r= . . . .
2 2 For an immediate comparison, we can fix (at least) one
o n? 9 1 1 target FER value and consider the signal-to-noise ratio it
-4 (1-R*)-n(1-R) @) requires for different codes. A typical working point is FER

where the relationships = n - (1 — R) andk = n - R have = 10", so that we have compared the valuesifNy =
been used to express the information giznd the redundancy (Eb/NO at FER = 10 )

sizer in terms of the codeword size and the code rat. Some applications may require to work at lower FER values,
It follows immediately that the encoding complexity, inghi SO & lower target should be chosen as well. Some codes could
case. increases ﬁ(nQ). require too high signal levels for reaching the target, beea

For sparse lower triangular matrices, the number of symb@kthe appearance of an error floor. For the specific apptioati
1’ in the matrix simply coincides with the number of edges the use of these codes should be obviously avoided.
in the Tanner graph; so the following equation results, wher
ECSis the encoding complexity for the sparse case: E. Codes Comparison

The comparison criteria defined in the previous subsection

have been applied to the considered codes, and the results
= 1 dyaverage =1 (1 = R) = obtained are summarized in Table Il. For the Margulis code,
= n(dvaverage + R —1) (2) the value ofly; 4x is not available.

ECS = E—r=
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Frame Error Rate
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Fig. 4. FER curves for the codes generated with a lower tukamgparity-
check matrix

As probably expected, the results demonstrate that none of
the codes can be considered “the best” in absolute terms. For
the sake of clarity, the results of Table Il are also repoited
pictorial form, in the histograms of Fig. 5 (each expressed a
a percentage of the corresponding maximum value).

The minimum signal-to-noise ratio is ensured by the Mar-
gulis code that, however, has the maximum encoding com-
plexity (together with other codes). On the other hand, the
superiority of the Margulis code may become questionable
for lower error rates because of the appearance of an error
floor (see Figs. 2 and 4).
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Fig. 2. FER curves for the codes generated with a full padfitgek matrix
TABLE Il
CONSIDERED CODES COMPARISON
Code Design EC Inrax DC Ey/No
C1 LCO (LT) 5741 30 160.5 | 2.35dB
Ca LCO (LT) 5807 30 162.0 | 2.50 dB
C3 LCO (F) | 1305480 30 162.3 | 2.35dB
Cy LCO (F) | 1305480 30 164.1 | 2.25dB
Cs LCO (F) | 1305480 30 164.3 | 2.25dB
Ce LCO (LT) 6160 30 170.0 | 2.60 dB
Cr LCO (F) | 1305480 30 180.0 | 2.30 dB
Cs LCO (LT) 11685 30 295.6 | 2.85dB
Cy LCO (LT) 12214 30 307.6 | 2.95dB
Cho PEG 1305480 30 179.5| 2.20dB
Ci1 Margulis | 1305480 - - 2.05 dB

The codes designed with the LCO method exhibit a rather
low decoding complexity (with the exception of codes 8 and 9)
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[ Encoding Complexity —» LDPC > MNT pf,’ e|Ir tand — &WGN|
[ Decoding Complexity Encoder e i
I Eb/NO(FER = 107
100 5 i — LDPC '\fcﬁgi'f%n;ﬁi%l- <
B 4| Decoder €] Caculator

Fig. 6. Block diagram of the LDPC-coded scheme adopted inucmtion

104
with M —QAM constellation

the constellation is matched to a binary group, at least tipeto
boundary effects. This has implications on the design, @her
the impact of the more rigorous approach is expected to be
lower (for example there is no need to build a group code
over Z,;, the binary LDPC code generating a geometrically
uniform Euclidean space code by itself). Moreover, decgdin
complexity in the multilevel domain is higher than for bipar
codes.

For these reasons, we have adopted a more pragmatic
approach, based on the scheme shown in Fig. 6. Looking
at the figure, we can say that, whilst the transmitter blocks
dal di lexity when th itv-check tare rather obvious, with the mapper and modulator block
and a fow encoding complexity when the parity-check matrig ., maps groups ofn = log, M code bits into a symbol
IS de_S|g_ned directly in the lower tn_angular form. f the bi-dimensional constellation (more will be said in

This is probably one of the main advantages of the LC e following as regards the labeling strategy adopted), a

meth_od: Fhe possibility to des!gn a COd? with a panty-cheg ndamental element at the receiving side is the symbol-to-
matrix suitable for easy encoding and with acceptable,ghoubit metric calculator that computes the LLRs according waith

non-optimum, error rqte performqnge. Codg in particular, maximum a posteriori (MAP) criterion. The LLR of the coded
seems a good result: it has the minimum valu&GfandDC, bit 2;, given the received samplg is given by [14]:

but remains at 0.3 dB from the minimuii, /N, found for
the Margulis code. D vexi €xP (=557 lly = vI1?)

S eyt XD (522 |y — W)

wherev andw are two complex symbols of the constellation
The LCO algorithm presented in the previous section héise. bi-dimensional vectors);? is the variance of the thermall
been used to design binary codes, which are “naturallpbise, andy; is the subset of signals whose label has the
suited for binary modulation schemes. On the other handlueb € {0, 1} at thei-th position. Starting from (4), decoding
in many important applications)/-ary modulation schemes proceeds, in the LDPC decoder, through an iterative exehang
are preferred to increase the spectral efficiency. Conselgue of messages between the variable and check nodes of the
in these schemes, there is the need to match encoding @adner graph representing the code (belief propagation).
modulation. In principle, this problem is conceptually not The efficiency of this LDPC coded modulation scheme has
simple as one should take into account that performance,bieen already tested in previous literature, in conjunctidth
an M-ary scheme, is dominated by the Euclidean distanc&3ray labeling. Labeling is the rule by which sequences of
which may not be proportional to the Hamming distancebits are univocally assigned to the symbols. Gray labeling
As a consequence, the best binary code could not lead to iha@symptotically optimal in bit-interleaved coded-maatidn
best code over th&/-ary constellation, and code optimizatior[15]. It can be used also for the present system where, as
should be done directly in the multilevel domain [12]. Inve have verified through simulation, it permits to achieve
[13], for example, an interesting method has been propasederformance better than that obtained by using other ladpg|i
design codes, directly over the group of integers modulba, t like rotationally invariant labelings. On the other hand, i
is Zg, suitable for applications to 8-PSK constellations. Irsthiis well known that Gray labeling is not possible when the
paper, however, we consider higher order modulationsalsigit number of symbols in the constellation is an odd power of
for applications requiring very large spectral efficienBar two. This occurs, for example, in the 32-QAM and 128-
high order modulations, it is known thaf-QAM is generally QAM. In this case we have adopted a quasi-Gray labeling,
preferred toM-PSK because of its more favorable error ratactually derived through the more general theory of quasi
performance.M-QAM is different from M-PSK: for both symmetric ultracomposite (SU) labeling [16]. An example of
constellations the Euclidean distance is not proportitméhe SU labeling for the case of 32-QAM is reported in Fig. 7: it
Hamming distance but, whilst fab/-PSK, with M > 4, the shows minimum deviation from the Gray labeling (limited to
constellation is not matched to a binary group, fdrQAM the corners for the considered example).

Percentage of the Maximum Value

==t
_-1

5

6 7 8 9 10 11
Code Number

Fig. 5. Codes comparison

L(z) =l [ (4)

Il1. APPLICATION TOM-ARY MODULATION SCHEMES
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Such “ad hoc” design strategy, however, is quite unpralkctica

it requires to change the code any time the rate changes, with
a questionable excess of memory occupancy and processing
time.

An example of the performance achievable by using the On the contrary, one could aim at using a single co/decoding
considered scheme, for an LDPC code with- 9720 andn = scheme that adapts itself to the variable operation camditi
13600, matched with a 16-QAM Gray labeled constellation, isith minimum software/hardware requirements. This appar-
shown in Fig. 8. The Tanner graph of the code has 39911 ently ambitious result can been achieved by puncturing. In
edges, almost regularly distributed, and a symbols ‘1" igns its classic form, puncturing consists in using only one tyari
defined as the ratio between the number of symbols ‘1’ astieck matrix to produce codewords for all rates of interest.
the overall number of symbols in the parity check matrix ofhis matrix, denoted aH,, in the following, hass,,, columns
the coded = 3-10~%. As well known, the value of the matrix and r,,, = n,, — k,, rows, wherek,,, /n, = Rpin; therefore
densityd plays a crucial role in fixing the performance of arit is designed for the code with the lowest rate in the spetifie
LDPC code: on one hand, it should be high to have low errpginge: we call this code “mother code” for the considered
floor; on the other hand, it should be low to have sudden watget. Typically, in the variable rate scheme, the valuekof
fall and good performance for small signal-to-noise raf§]s is fixed (that is,k = k,, for all rates); we increase the

The simulated curves have been obtained by assumingage by puncturing a prefixed number of bits (usually, though
maximum number of iteration$,; 4 x = 30 in the decoding not necessarily, in the parity check part) of the codewords
process, while reliability of the results has been ensured produced by the mother code. Therefore, the peculiaritiisf t
the simulation of at least 100 wrong frames as a stop criterigcheme is that it does not require any architectural upglain
for each point estimation. The same assumptions hold for tit& encoder, to face the variable rate, except for the aaditi
results presented in the subsequent sections. To haveanfideof a simple puncturer before the mapper and modulator. At
the goodness of the results reported in Fig. 8, one shouldl ntie decoding side, the Tanner graph of the punctured code
that a competitor Trellis Code Modulation + Reed Solomogan be assumed to be identical to that of the mother code; the
(TCM+RS) system, characterized by the same rate (thougbRs of the punctured bits are conventionally set to 0 and,
with codewords five times shorter) requires a signal-ts@oiafter such initial assignment, decoding proceeds exacttiie
ratio more than 1.5 dB larger at BER 196, same way, independently of the rate value.

Puncturing has been extensively studied in conjunctioh wit
IV. DESIGN OF CODES WITH DIFFERENT RATES many iteratively decoded concatenated codes [17] and it is

Let us suppose that the system must operate with differdtown it often yields remarkable performance worsening.
rates in such a way as to adapt the code and the modulafidre main difficulty of puncturing is the huge number of
scheme to the transmission conditions. In this paper we categrees of freedom it implies, for example in regard to the
sider code rates ranging betweBrp,;,, = 0.715, for a system possible puncturing pattern configurations (which is huge a
operating with 16-QAM, andR,,... = 0.906, for a system well for non trivial codes). Therefore, classic puncturiof
operating with 128-QAM, and assume several intermediadt®PC codes requires optimization, and the development of
values. The corresponding spectral efficiency ranges leetweuitable techniques, for example based on the density tawolu
Dmin = 2.860 and n,,.. = 6.342. Thus, a non trivial method, which permits to avoid testing of all (or a significan
problem concerns the choice of the strategy of managing sysieportion of all) possible patterns [18].

a widespread range of possibilities. In this paper, however, we have considered a modified form

The most “obvious” solution should consist in designing a¥f puncturing that has shown much less dependence on the
many LDPC codes as the number of rates of interest. This waljosen pattern; this modified form has been called “pseudo-
an optimum code could be found for any operation conditiopuncturing” and is presented in the next section. In Sedfipn

Fig. 7. Example of Quasi SU labeling for the 32-QAM constéiat
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instead, some examples are given of codes designed aagordin
with this strategy.

V. THE PSEUDGPUNCTURING MECHANISM

Pseudo-puncturing consists in eliminating a number of
columns, in the righti(,, x r,,,) part of the parity check matrix
H,, of the mother code, and a number of rows, both equal to
the difference between the codeword length of the mothes cod
and that of the pseudo-punctured one. Columns elimination
is equivalent to scale the number of parity bits, whilst rows
elimination corresponds to discard parity check equations

The parity check matrix of the mother code is preferably
designed in a lower triangular form: this choice simplifies
encoding, which can be done by means of a back substitution
procedure. Wishing to have a lower triangular form for the
punctured matrix too, one can choose to eliminate pairs of
rows and columns that intersect along the rightmost diadgona

. ig. 9. Tanner graphs of the two codes: the mother code withixnggy
At the decoder side, the Tanner graph of the pseucﬁh—d the pseudo-punctured code with matrix (6)
punctured code, compared with that of the mother code, has

less variable nodes and less check nodes. This, howevex, doe

not imply any architectural modification, but only a “switchand the Tanner graph becomes that shown in Fig. 9 (b):
off” of the edges in the Tanner graph connecting puncturefdes and edges are a subset of those in Fig. 9 (a), which
nodes. In practice, some messages exchanged betweenc#ifirms the absence of any architectural modification. Like
nodes of the mother code are no longer present while, cgntrgie original graph, also the reduced one has no 4-lengtiesycl

to the case of classic puncturing, there is no need to force @@reover,H maintains the lower triangular structure. These
artificial value for the missing log-likelihood ratios. M@ver, properties hold regardless of the code size and, therefare,

the decoder has to know only the position of the missinge extended to larger (and more significant) codes as well. In

edges (that is an information which can be easily derivethfrothe next section, we provide examples of long codes designed
the knowledge of the Tanner graph and the pseudo-puncturifig pseudo-puncturing.

pattern).
For better understanding the proposed procedure, let us Vi
consider a very simple example: the following matrix (5)

obviously does not refer to an LDPC code, but it is satisfycto . _ _
for explicative purposes: We have already stressed in Section Ill that a good choice of

the matrix densityl is essential to obtain a good compromise
between the waterfall and the error floor behavior. When de-

(a) Mother (b) Pseudo-puncutred

. EXAMPLES OF CODES DESIGNED BY
PSEUDGPUNCTURING

100110100000 signing punctured parity check matrixes (in the sense Spdci
001011010000 in the previous section) for a wide range of rates, this may be
H. — 161000001000 (5) @ problem: if the mother code has an almost regular matrix
" 010000010100 (which is the result of the algorithm we have adopted for the
010001100010 codes design), the value af does not change significantly
000100O0O0OT1T1T1:1

because of pseudo-puncturing. In other words, we can say tha
the pseudo-puncturing reduces linearly the number of symHiols

In spite of its simplicity, matrix (5) is not trivial: . ) !
P plcty. ®) the parity check matrix (or, that is the same, the number of

corresponding Tanner graph, shown in Fig. 9 (a), has Hb i th h
4-length cycles (as the consequence of a maximum over%?)ges in the Tanner graph).

between columns equal to 1), while the matrix is in lower PU€ to the constraint on the value éfin order to obtain
triangular form. pseudo-punctured codes with good performance, it is neces-

The code defined by (5) has,, — 12 and k,, = 6 (rate sary to start from a mother code whose parity check matrix
1/2); starting from it, we can construct a cod"é: with= 10 H,, has a rather large number of symbols ‘1’ (compared to

and k = 6 (rate 3/5) by eliminating, for example, the nintHtS “optimum” value); this way, the pseudo-‘pL,J.ncturgd eS|
and eleventh column and, consequently, the third and fifth rosan have a not too low number of symbols ‘1’ in their turn (that
This way, the new matrix' is: ’ would have favorable effects on the waterfall but catastiop

effects on the error floor).

1001 101000 In the following of this section, we present a practical
H— 001 01 10100 ©6) example of codes designed through the pseudo-puncturing

01 0000O0T1T1O0 mechanism, for the previously specified rate values range, a

0001 0O0O0O0T1T1 matched with QAM constellations with different cardinislg.
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TABLE Il

10°
EXAMPLES OF CODES WITHk = 9720, DESIGNED BY 3
PSEUDGPUNCTURING ]
-1
Code n R E d QAM G 10
C12 13600 0.715 249569 4.730—3 16 —1dB o ]
Ci3 12750 0.762 186669 4.830~3 32  —0.9dB 3 ]
Ci14 11656 0.834 111308 4.93073 16  +0.8dB ~ 107 5
Cis 11330 0.858 90779 49803 32  40.7dB £ E
Cig 10724 0.906 54646 5.040°3 128 +4+15dB - ]
£ 107
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e The BER and FER curves for codé,-Cs are plotted
10° 4 in Fig. 10 and Fig. 11, respectively. These curves confirm the
i i above considerations: performance of codgs and C3 is
107 T T —— T T worse than expected (and in fact, in Table Ill, their coding
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gain G is negative, which means that TCM+RS system is
Eb/NO [dB] better): their design has been conditioned by the goal to
improve performance of cod€s, 4, Cy5 and, most of all(Cg,
characterized by the highest rates. Anyway, even under such
constraint, the performance achieved seems good for ali,rat
with prompt waterfall and no error floor in the explored regio
Discussion above is based on the coding g&irat BER
1075. Anyway, in our simulations we have found that

Fig. 10. BER performance of the codes in Table Il

The parameters of the considered systems are detailed lie Tab

[ll. All codes havek = 9720; the table specifies also the rat«{he TCM+RS curves and the LDPC curves have comparable
R, the number of edge&/ and the symbols "1’ densityl. slopes in the explored region of signal-to-noise ratio$s th

The last column of the matrix reports the additional COdinl%eans that the value of the oain remains approximately the
gain G that the system based on LDPC codes permits {Q 9 bp y

; ; —6

obtain with respect to a TCM+RS system with the samseame alf? In the neighborhood of BERIE (for example,
N . up to10™°).

rate, at BER =10"". In particular, codesCy, and C5 are Aiming at further improving performance in a so wide range

compared with TCM 2D, while codeSyy, C15 andCig With o'y os £ 2 (between 0.715 and 0.906, in the proposed

TCM 4D. The TCM codes are based on convolutional COd%ﬁam le) it could be convenient to use more than just one

with rate 2/3. C45 is the mother code, whose parity check b J

matrix has been punctured with rather arbitrary and simprlre]zOther code; two mother codes, for example, should be a

. S réasonable compromise: the former for the lowest rates and
rules (for example, progressively eliminating the colunams

the rightmost side and the rows at the bottomEf,). In the latter for the highest ones. This way, the constraints in

. S fi(>j<ing the structure of the parity check matrix for the mother
other words, the puncturing pattern has not been optlmlzeCdde could be somewhat relaxed and a rangg @ large as
deliberately. In spite of this, the comparison with the TAR& 9

L T . that considered in our simulations could be covered witly ver
system (which is an optimized scheme) shows improvements

immediately: for the 128-QAM constellation, the systemdihs high efficiency.

on the LDPC code has an additional coding géln= 1.5

dB with respect to the competing TCM+RS system. Thus,V”- OUTLINE OF DIFFERENT PUNCTURING STRATEGIES
it is evident that the codes design, in this specific example,In this paragraph we present a brief overview of the most
has privileged performance for high order constellatidrigs  significant approaches proposed in previous literaturesigth

is clearly explained by the large number of edges that codete compatible codes, aiming at emphasizing the noveiltids
C12 exhibits, for example in comparison with the analogoudiscussing the advantages offered by the pseudo-pungturin
code discussed in Section Il and whose performance has beelution here proposed.

plotted in Fig. 8. The latter has a smaller number of edges (orAs stressed in the previous sections, to find an optimum
symbols ‘1’ density) and this reflects on a more favorable stgpuncturing pattern is usually a very difficult task, quite- un
of the waterfall region. feasible to face in analytical terms. In the case of classic
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Fig. 12. BER comparison between punctured and pseudo-pedctwdes Fig. 13. FER comparison between punctured and pseudo-pedctodes

puncturing, a strategy often pursued in previous liteetugalue of density evolution is highly recognized, its preati
is that of a random choice of the punctured bits. Randoipact may be questionable: basically, it provides asytipto
puncturing is very simple to implement (through the adaptioresults that do not match, necessarily, with the real code
of elementary algorithms for random generation of a unifgrmpehavior. In [18], for example, a mother code with block
distributed integer variable) and does not need, in prleciplengthn = 131072 and R = 0.5 was designed and properly
any optimization. However, such a strategy can yield, gunctured up ta? = 0.95; the performance obtained was very
random, quite unsatisfactory results as well, so that imseegood but rather far from the theoretical result, that thenef
advisable to limit somehow the choice, in order to avoid éhosepresents a lower bound, especially for the highest rates.
patterns that will certainly lead to bad performance. A firsthe designed code was irregular, while no discussion was
rule in this sense consists in preventing inclusion, amomgade about encoding complexity. In most applications, the
the punctured bits, of a whole stopping set; otherwise, tii@deword length must be significantly smaller (in radio $ink
decoding algorithm is not able to recover the informatiofor example, where it is necessary to control delay [20])Isthi
relative to those nodes. In the case of lower triangulartyarko limit encoding complexity is often a mandatory task. The
check matrixes, the rule is satisfied by limiting puncturtog codes we have considered in this paper are about one order
the lastr bits of the codeword [19], i.e. electing for puncturingsf magnitude shorter than that in [18]; at the same time,
the columns in the rightmost side. Any column subset of thRe parity check matrixes have been designed through ieriter
triangular portion, in fact, is not a stopping set, becal®e tthat aim at maximizing the girth length in the Tanner graph
node corresponding to the leftmost column of this subset hg® increasing the minimum distance), maintaining almost
at least one neighbor (due to the topmost ‘1’) that is singbbnstant the weight of the parity check matrix columns. This
connected to the set. combined with the lower triangular form, that is achieved at
We have applied such a strategy to cadg in Table lll, no additional cost, makes encoding of pseudo-punctureescod
by puncturing 2270 bits in such a way as to obtain a code wighrticularly easy. In [21] the same approach of [18], called
rate R = 0.858, and compared its performance, at a parity @ftentional puncturing, was applied to shorter codes, fttis
Iy ax, With codeC;5 in the table, obtained through pseudoease not achieving an equally favorable result: the prapose
puncturing. The comparison is shown in Fig. 12 for the BERunctured LDPC code had performance better than that of
and in Fig. 13 for the FER. The performance @f, is also the randomly punctured code but worse than that of an “ad
shown as a reference. Looking at the figures, it is clear Heat thoc” design, at least for the medium/low error rates of ieser
pseudo-puncturing strategy outperforms the classic ole wn the contrary, we have verified, through several numerical
constrained random choice of the punctured bits, with moexamples, that pseudo-punctured codes can be designed, rat
than 2 dB of additional coding gain for this specific exampldy-rate, that are able to ensure the same performance of “ad
Moreover, no error floor appears in the pseudo-punctured cdtbc” codes, just from the neighborhood of the waterfall knee
curves. An example is shown in Fig. 14, for the BER, and in Fig.
McLaughlin et al. have applied the density evolution alt5, for the FER: the performance of codgg, obtained by
gorithm to find optimized puncturing patterns for LDP(pseudo-puncturing, is comparable with that offered by ah “a
codes with rate0.5 < R < 0.9. Though the conceptual hoc” code that we have designed for the same rate. This
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require some form of further refinement and optimization.
Thus, the problem of reducing the penalty induced by punc-
turing in conventional channels remains, and the proposal
g ' of alternative approaches, like the pseudo-puncturinge her
' considered, appears justified anyway.

In [19], the density evolution approach has been applied
in conjunction with information nulling and parity punciuog
techniques. This is a possible answer to the problem claimed
Section VI of obtaining good punctured codes for a wide range
of rate values: the designed mother code has an intermediate
rate, from which lower rates can be achieved by nulling,(i.e.
shortening the code) and higher rates by puncturing.

A similar idea justifies the proposal in [24] where, however,
the lowest rates are obtained by code extension. Opposite to
puncturing, extending consists in adding parity check equa
10 — T é Tt 1o 1o 14 16 tions, when necessary. Though interesting in principle, th

proposed procedure has a number of drawbacks, namely: 1)
Eb/NO [dB] it precludes the lower triangular form for the parity matrix
of the extended code; 2) it is obtained by adding regular
Fig. 14. BER comparison between “ad hoc” (a.h.) and pseudstpred SUare plocks, of weight 3, in the right bottom corner of
codes the matrix; moreover, the blocks cannot have an arbitrary
size: a minimum dimension exists in order to avoid the
10° - N appearance, inside the block, of short cycles; 3) the added
® parity equations do not yield an almost uniform weight for
the rows. Drawback 1) implies that Gaussian elimination is
required, that can cause the loss of the sparse character for
the matrix; drawback 2) limits the granularity of the aclaiele
rates, that cannot assume any value [With pseudo-pungturin
instead (and, really, with classic puncturing as well) wa ca
proceed by eliminating a single row and column (a single
bit), so that there are much less theoretical limitationghan
number of rates or the rate values we can generate.]; finally,
drawback 3) is not a favourable choice to have maximum
decoding efficiency.

In [25], the extending procedure has been improved in such
a way as to provide a more uniform row weight distribution
and a stronger dependency between the columns of the parity

10° —F 1 - - - - check matrix of the mother code and the newly added columns.
0 2 4 6 & 10 12 14 16 Moreover, the modified extending is deterministic (which
Eb/NO [dB] makes design and implementation modular and simple), and
the PEG algorithm is applied to design the mother code and
Fig. 15. FER comparison between “ad hoc” (a.h.) and pseudeotpred the. extended one Wlth. matrl).(es h_avmg lower triangular fo.rm
codes (with the advantage it implies, in regard to the encoding
complexity, that grows linearly with the code size). In spit
of these improvements, however, the procedure is exposed to
demonstrates that pseudo-puncturing may be losslessgin ¢hiticism: granularity of the rate remains limited and, mob
sense that, for a specific rate, it is not difficult to condirucall, the PEG algorithm is applied separately to code postion
through a suitable choice of the mother code parametersthat does not ensure that the PEG advantages remain when
pseudo-punctured code that behaves like a dedicated catlese portions are inserted in the whole code. To the paant th
Obviously, this does not mean that, for the same mother cotbecause of the addition of two side-by-side identity mafiat
such an excellent performance is retained for the othes:rate the lower left part of the matrix, 4-length cycles may appear
Figs. 14 and 15, for example, codg, shows a penalty with with their dangerous impact on the code performance. On
respect to an “ad hoc” code with the same rafe={ 0.834). the contrary, this risk is absolutely absent in our pseudo-

The density evolution algorithm for punctured codes hamincturing procedure.
been improved in [22] and [23], and its application to find Another possible assessment for pseudo-punctured codes
good puncturing patterns has been made even easier. Anyweyyld be to compare their performance with that of Tor-
best results were found for the binary erasure channel (BE@Gado/LT/Raptor codes [26], [27], [28]. Such codes have been
while other channels (like the AWGN channel, here of intgredirstly proposed for channels with erasures, where the inér

Bit Error Rate

(e}
S}
~

Frame Error Rate
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tion bits (or packets) are received as correct or discartlatl a In practice, starting from a mother code with low rate, highe
(when packets include at least one bit in error). A receiegr crate codes are obtained by reducing the number of rows in the
successfully decode the original source data once it reseiyparity check matrix. Reduction is realized by combining sow
a sufficient number of bits (packets); this is the reason whipearly, which is equivalent to replace a group of checkasd
these codes are basically rate-less. However, erasures coslith a single check node that sums all the edges coming into
need the presence of other codes, working at a lower layler, abach of the original check nodes. The mother matrix must be
to act efficiently on the random errors induced by Gaussianoperly designed for this purpose. Apart from the obsémat
noise and, in this other framework, the analysis of LDP@at this approach requires optimization as well, and thsg r
codes, seen as error correcting codes, must be conductgdnularity is partly limited, the idea of maintaining ctarst
in more conventional terms, on the AWGN channel, whetbe codeword length can be inapplicable in many cases, where
performance depends on the spectral efficiency. instead the constraint is on the information word lengtre du
The applicability of Raptor Codes on the binary symmetrito the peculiarity of the application, that fixes the packeé s
channel, and the AWGN channel, in particular, has been alsoneeds compatibility with existing standards. Based @seh
studied in [29]. In practice, a Raptor Code over an AWGMNonsiderations, in our study we have assumed a constamnd
channel is used in the following way. Given source bits a variablen, which is the choice done, for the same reasons,
x1 . ..xy, these are first pre-coded into a codewgyd. .. y,,). in all the papers reminded above.
A suitable probability distributiorf2 on {1...n} is defined,;
the distribution(2 is sampled to obtain a weight, and a
further uniform sampling is made from the set of binary
vectors of weightw to obtain a vectofv; ...v,). The value of ~ When adopted in a system using high order QAM constel-
the output symbol is then obtained B, v;y;. The receiver lations to have large spectral efficiency, LDPC codes permit
collects output bits from the channel and records the réitiab to obtain very good performance, comparable with and even
of each bit. This reliability translates into an amount of thbetter than that achieved by classic (and well-experienced
information of the bit. The receiver collects bits until them solutions, like TCM+RS systems. In applications permgjtin
of the informations of the individual bits i (1 + ¢) wheree “ad hoc” designs, a significant additional coding gain can be
is an appropriate constant, called the reception overt@ace achieved with low efforts. Often, however, there is the nteed
reception is complete, the receiver applies belief-prafiag operate with variable rates and, in this case, it is desrébl
decoding to recover the input bits. have fast and easy reconfigurability, avoiding to switch agno
Apparently, the concept of rate-less codes looks like thedependent codes any time the rate changes.
concept of rate-compatible codes and it is certainly trag ih The pseudo-puncturing strategy seems very promising for
principle, the performance of Raptor Codes could be contbardesigning sets of codes with variable rates, based on aesing|
with that of punctured codes. Raptor codes are designed(im very few, depending on the extent of the range of rates of
such a way as to have a reception overhead arbitrary closéni@rest) mother code(s). No substantial hardware or soéw
zero, thus obtaining nearly capacity-achieving codeshls t changes are required when passing from one rate to another,
sense, they should provide a formidable benchmark. It mustcept for an easy puncturing action at the transmitter and,
be noted, however, that, contrary to the erasure channekewhin the sense explained, a “switch-off” of some routing paths
“universal” Raptor Codes can be found, whose performansat the receiver. This way, the pseudo-puncturing strategy i
comes arbitrarily close to the capacity regardless of tize eonly slightly more complex than classic puncturing but, as
sure probability, in the AWGN channel the optimum degreeur simulations have shown, ensures better performance.
distribution depends on the noise varianggé This makes The fundamental problem of designing the parity check
the project of these codes very difficult, and only prelinjna matrix of the mother code, by selecting its own number of
examples of Raptor Codes tailored for the AWGN channellges and symbols ‘1’ density, has been faced by using some
have been presented up to now. Actually, it has been verifieduristic guidelines, whose effectiveness has been priovad
that Raptor Codes designed for the binary erasure channelndunber of cases. We recognize this requires some skilésine
not perform too badly on the AWGN channel [29] as well. Thifor a rapid convergence to an acceptable result. A possible
is an interesting starting point but the topic requirestfert development of the research could consist in searching for
investigation. analytical approaches to explain the rationale of the nektho
Even assuming that the design problem is solved, thigus translating it into general rules. Unfortunately, ewer,
management of these codes appears difficult, with a dynamittds task, together with other issues still open in the asialy
adjustment of the Tanner graph to comply the changeable rate LDPC codes (like explicit formulas for the estimation of
Though aware that the puncturing solution may be worse, atiieir error rate performance, the minimum distance evaloat
intrinsically unable to approach the capacity for varialalies, the weight distribution estimate, and others) is very diffic
we feel that its implementation is much simpler, and therefoto solve.
more realistic in the present scenario. For a given number of edges and symbols ‘1’ density,
Finally, for the sake of completeness, we want to mentidghe problem of designing a good code remains. For this
that in [30] the problem of obtaining multiple rate LDPCpurpose, we have proposed a new algorithm, called Local
codes with a unique architecture has been solved by a differ€ycles Optimization, based on the progressive constmuctio
approach, that is maintaining constant the codeword lengthof the Tanner graph of the code on an edge-by-edge basis.

VIII. CONCLUSION
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This method has revealed patrticularly useful in applicetio [19] T. Tian, C. Jones, and J. Villasenor, “Rate-compatible-tensity parity-
showing stringent requirements on the complexity.
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