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1. Introduction
Thermochromic (TC) inks constitute one of 
the major groups of colour changing inks. Col-
our - changing inks are becoming increasing-
ly important in various applications for smart 
packaging, security printing, brand protection, 
medical applications, marketing, toys and tex-
tile colouring (Johansson, 2006; White and 
LeBlanc, 1999; Phillips, 2000; Christie, 2007; 
Seeboth and Lötzsch, 2008; Worbin, 2010). The 
main purpose of such application is to carry 
and protect the product as well as to market it. 
In most cases, the colour change occurs inside 
the microcapsules containing thermo - respon-
sive materials (Seeboth and Lötzsch, 2008; 
White and Leblanc, 1999). There are two basic 
types of thermo - responsive materials, leuco-
dye - based composites (TLDs) and thermo-
chromic liquid crystals (TLCs) (see Figure 1). 
The colour change occurs at the defined acti-
vation temperature TA (for TLDs) and in the 
activation region (for TLCs).
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Leucodye - based inks usually change from 
coloured to discoloured state above the ac-
tivation temperature (TA), where the name 
originates from (λευκος in greek: white) (Jak-
ovljević et al., 2016). However, in some cases 
the printing ink is formulated to change from 
one colour to another by careful selection of 
dye (Bamfield and Hutchings, 2010). Thermo-
chromic composites in leucodye - based inks 
consist of a leuco dye (colour former), colour 
developer and organic solvent. The colour 
changes due to the structural modifications as a 
function of temperature (Tang et al., 2010; Zhu 
and Wu, 2005). To achieve the desired effect 
the components are mixed in specific ratios 
and usually encapsulated to protect the system 
in subsequent applications. The colour change 
effect of the TLDs occurs at the defined TA and 
is in most cases reversible; in special situations 
also irreversible TLDs are possible. 
Reversible TLD printing inks in most cases 
change from coloured to colourless state as the 
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temperature is raised above the TA and recolor 
again when cooled well below it (see Figure 1a). 
TA is determined by the temperature where the 
solvent applied to prepare TLDs changes from 
solid to liquid state, causing the colour - form-
ing components to form a colour complex be-
low the transition temperature (coloured state) 
and destroyed it above this temperature (dis-
coloured state) (Gunde et al., 2011; Kulčar et 
al., 2010; MacLaren and White, 2003). Micro-
encapsulated TLDs are applied in commercial 
inks with various TA, from -15°C up to 65°C. 
TLD inks of all basic types are available, such as 
water - based, solvent - based and photocuring 
inks for screen- and offset printing on paper, 
plastics, metal and textile. They are frequent-
ly mixed with conventional inks to obtain an 
interchange between the two single colours 
(Kulčar et al., 2011). 
TLDs are easily applicable with practically no 
difference to conventional printing inks. Re-
versible TLD inks can be printed using flexog-
raphy, screen gravure and offset printing meth-
ods. 

(a)

(b)

Figure 1. Colour change on printed samples with 
thermochromic leuco dyes (a) and thermochromic 
liquid crystals (b)

TLC printing inks start a colour change at the 
defined TA, but the colour change occurs in 
several degrees wide region above the TA. This 

temperature range is called activation region 
but can also be called the colour play interval. 
Within the activation region colour chang-
es throughout the whole visible spectrum 
from red, orange, yellow, green, blue to violet 
(rainbow, iridescent colour) (see Figure 1b). 
This effect is known as “colour play”. TLC ink 
is colourless for the temperatures of the sam-
ple below or above the activation region. The 
transformation from colourless state to colour-
ed one takes place gradually when temperature 
reaches the lower edge of the activation region. 
Above the upper edge of the activation region 
the purple colour fades until the TLC becomes 
colourless again. The temperature needed to 
reach the colourless stage is called “the clearing 
point” (Hallcrest, 2014; Jakovljević et al., 2016).
The active material in TLCs consists of elon-
gated (rod - shaped) molecules that undergo 
phase changes from crystalline solid to isotrop-
ic liquid trough chiral nematic (or cholesteric) 
mesophase. Equally oriented molecules inside 
the adjacent sheets twist and the direction of 
the long axis of molecules traces out a helical 
path. Helical superstructure which is devel-
oped in chiral nematic or cholesteric meso-
phase (i.e. a special phase between the solid 
and liquid states of the material) causes special 
optical properties of TLC ink at temperatures 
inside the activation region. The degree of this 
effect is described by pitch length P; defined as 
the length of the pitch in the helix formed by 
360° rotation of directions of elongated mole-
cules of the TLC (see Figure 2). Optical effect of 
TLC printing inks is based on selective reflec-
tion of light from the helical structure, with P 
depending on temperature - if P is comparable 
to the wavelength of light that falls parallel to 
the axis of the helix, the light is reflected at a 
wavelength equal to the optical value of P. As 
the temperature rises the helical pitches shrink, 
causing reflections of light with shorter wave-
lengths (Hallcrest, 2014; Jakovljević et al., 2013; 
Sage, 2011). Therefore, the temperature de-
pendent P causes the TC effect in TLCs.
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Figure 2. Helical superstructure of TLC-s (Hallcrest, 
2014)

The active material in TLCs does not absorb the 
visible light, but reflects a narrow spectral re-
gion thus producing approximately monochro-
matic colour similar to colour of rainbow (i.e. 
iridescent colours). The colour play effect of 
the TLC inks is rather weak - most of the light 
transmits the material. This light could scatter 
on the substrate and largely obscure the light 
reflected on the molecular pitch. To prevent 
this, TLCs should be applied to black substrate 
which absorbs the transmitted light. Only un-
der such circumstances, the iridescent colours 
can be seen (Jakovljević et al., 2013). The en-
tire colour change occurs in a few degrees wide 
temperature range, which ensures TLCs to be 
much more sensitive to temperature changes 
then TLDs. They can have a versatile range of 
colour and useful colour changes between -30 
and 100°C, often with very high temperature 
sensitivity (Sage, 2011; White and LeBlanc, 
1999). The width of activation regions can vary 
between 1 and 20°C. The colour change of the 
most TLC inks is reversible (Hallcrest, 2014).
TLC printing inks are finding increasing use 
in applications such as temperature and pack-
aging indicators, security printing and brand 
protection. An application area which has seen 
consistent focus is the use of thermochromic 
liquid crystals in engineering applications. The 
ability to monitor and map the temperature of 
a substantial area of surface can be a great ad-
vantage in detecting a fault or localising activi-
ty. In electronics, liquid crystals can be used to 
detect short circuits, open circuits, inoperative 

devices, and map operational areas in large - 
scale integrated circuits (Sage, 2011).
The active material of TC inks, whether it is 
leuco dye or liquid crystal, is in most cases 
microencapsulated, in order to protect the ac-
tive material from negative impacts of the en-
vironment. Microcapsulation enables printing 
of thin layers of TC inks on almost any type 
of printing substrate. Printing thicker layers 
of TC inks is recommended for stronger TC 
effect and better resistance to UV light. Mi-
crocapsules of TC printing inks are dispersed 
in a suitable binder. The colour, mechanism of 
its change and temperature where the change 
occurs are determined by the material inside 
microcapsules whereas the binder defines the 
printing and curing technology (Seeboth and 
Lötzsch, 2008; White and LeBlanc, 1999).
The differences between TLD and TLC print-
ing inks are presented here, giving careful char-
acterization of temperature dependent colori-
metric properties.

2. Experimental 
The results obtained for commercially available 
TC inks are shown here. Three TC inks were 
used, from three different manufacturers and 
with different activation temperatures. The 
data given from the suppliers of these inks are 
given in Table 1.
Table 1: Basic data of the TC inks applied here: 
manufacturer, type of ink, printing technique, drying 
method and activation temperature/region.

Ink TLC25 TLD63 TLD27
Manufacturer Printcolor CTI LCRHallcrest
Type of ink liquid 

crystals
leuco dye leuco dye

Printing 
technique

screen offset offset

Drying air air air
Activation 
(°C)

25 63 27

TLD inks were printed on Prüfbau MZ II Mul-
tipurpose Printability Testing Instrument over 
white uncoated paper (140 g/m2). TLD27 ink 
change colour from blue to colourless and 
TLD63 ink change from burgundy to blue col-
our.
The reflectance spectra were measured in three 
cycles. In each cycle the sample was heated 
from the lowest to the highest temperature and 
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then cooled back to the lowest one. Around the 
TA the reflectance spectra were measured every 
0.5°C or 1°C intervals. TLD27 was measured 
from 12°C to 40°C, TLD63 from 38°C to 74°C 
and TLC25 from 24°C to 45°C. 
TLC25 (Printcolour Screen Ltd., Switzerland) 
water-based ink was screen - printed, using 149 
µm mesh openings, on the black coated paper 
(260 g/m2). This ink was printed in two subse-
quent layers (wet over dry) and hot air dried at 
75°C. TA of the TLC ink was at 25°C and the ac-
tivation region from 25°C to 30°C. Within the 
activation region the TLC ink showed the full 
“colour play” effect changing throughout the 
whole visible spectrum, with the effect being 
reversible. The ink was colourless outside the 
activation temperature. For the temperatures 
above the activation region the ink still showed 
some colour change, but the effect faded grad-
ually till the complete loss of colour above 44°C 
(clearing point), becoming colourless again 
(Table 2).
Table 2. Technical specification of the TLC ink

TLC TA Red Green Blue Clearing point
25°C 25°C 26°C 30°C 44°C

The measurements were obtained from the 
samples heated on the thermostatically con-
trolled water inside water block (EK Water 
Blocks, EKWB, Slovenia). From the obtained 
reflectance spectra the corresponding CIELAB 
values were calculated and presented as (a*,b*), 
L*(T) and (L*,C*) graphs. 
Spectrometer Ocean Optics USB2000+ with 
50mm wide integrating sphere was used for 
measuring temperature - dependent colori-
metric properties of the TC inks. Ocean Optics 
SpectraSuite software was used for the calcu-
lation of the CIELAB values L*, a*, b* and C* 
from measured reflectance. The D50 illumi-
nant and 2° standard observer were applied 
in these calculation. The measurements were 
performed in the steps of 1 nm for the spectral 
region from 370 to 730 nm.

3. Results and discussion
The measured reflectance spectra of the samples 
printed with TLDs and TLCs are shown in Figs. 
3‒8. TLD27 sample become discoloured during 
heating and coloured again during cooling (Fig. 
3, 4). TLD63 sample change from burgundy to 

blue during heating and then back to burgun-
dy during cooling (Fig. 5, 6). No abrupt change 
was observed and both processes are continu-
ous. Decolourization of TLD27 is not complete 
even at the highest temperature applied in our 
experiment. This could be the result of incom-
plete transparency of the TC composite inside 
microcapsules at high temperature.
The reflectance spectra of TLC samples (Fig. 
7) are completely different from that of TLDs. 
The effect of iridescent colour starts with rather 
broad reflectance peak with typical Lorentzian 
shape. Each individual spectrum show single 
reflectance peak. The peak in spectral reflec-
tion measured at 29°C peaks at 700 nm, so the 
colour play effect starts accordingly with the 
red colour. When temperature rises, the peak 
narrows and moves towards shorter wave-
lengths, i.e. from red colour further to orange, 
yellow, green, blue and purple. Above 40°C the 
colour play effect gradually declines and the 
colour fades approaching to the clearing point 
temperature. Due to black substrate and reflec-
tance from cholesteric liquid crystal structure 
inside microcapsules of the TLC inks, spectral 
reflectance of TLC sample is much lower than 
spectral reflectance curves of TLD samples. 
The comparison of the three sets of reflectance 
curves is shown in Figure 8.

Figure 3. Spectral reflectance curves of TLD27, heating
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Figure 4. Spectral reflectance curves of TLD27, cooling

Figure 5. Spectral reflectance curves of TLD63, heating

Figure 6. Spectral reflectance curves of TLD63, cooling

Figure 7. Spectral reflectance curves of TLC25, heating

Figure 8. Spectral reflectance curves for three 
different TC inks (TLD27, TLD63 and TLC25), heating

The temperature dependent reflectance spectra 
were used for colorimetric analysis, to calculate 
the dependence of CIELAB values on temper-
ature. 
During heating/cooling cycle the a*, b*, L*, and 
C* values of a TC sample describe a path on the 
(a*,b*) and (L*,C*) planes (Fig. 9, 10). These 
paths of TLDs are in general not the same at 
heating and cooling, but differences are small. 
TLC show completely different dynamical col-
our properties. When temperature rises from 
25°C to 45°C the TLC ink continuously chang-
es from transparent below TA, followed by red, 
orange, yellow, green, blue and purple. As the 
rising temperature reaches the clearing point 
temperature (44°C), purple colour gradually 
fades until it completely disappears. Specific 
colour play effect of TLC printing inks de-
scribes the entire colour circle in (a*,b*) graph 
(Fig. 9). The shape of the curve demonstrates 
that the system was producing richer colours in 
green and blue regions than in the red region, 
which agrees with visual observation. 

Figure 9. Changing of CIELAB values of TLD27, TLD63 
and TLC25 samples in the (a*,b*) plane at heating 
(solid signs) and cooling (open signs).
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The TLC describe practically closed loop which 
in all states remains at much lower L* values 
than that of TLDs. Therefore, the two types of 
TC inks are clearly distinguishable in CIELAB 
colour space. 

Figure 10. CIELAB (L*,C*) graphs of two TLDs and TLC 
ink

Figure 11. CIELAB lightness L* of TLD27, TLD63 and 
TLC25 samples in dependence on temperature at 
heating (solid signs) and cooling (open signs)

The process is also illustrated by change of light-
ness L* as a function of temperature (Figure 11). 
The TLDs entire L*(T) curves have a form of a 
loop, known as hysteresis loop (Kulčar 2010). 
The TC system has a sort of memory-it is not 
possible to predict its output without knowing 
the path that it followed before the current state 
was reached. Such a phenomenon is called hys-
teresis. TC materials belong to several physical 
systems with hysteresis. It is colour hysteresis 
that describes the colour of a TC sample as a 
function of temperature. 
The TLD samples do not show equal colour 
hysteresis: they differ in the temperatures where 
the loop starts and finishes. If a completely re-
versible process is assumed, a thermochromic 
sample should return to the same colour after 

the whole heating/cooling cycle. Hysteresis 
loop of such a sample is closed.
The analysed TLC sample shows a single L* 
peak with maximum at 30°C spreading over 
the entire activation region. At 25°C the L* 
value is 29.1 and rises by further increase in 
temperature, reaching the maximum value 
at 30°C. Further temperature increase results 
in decreasing values of lightness, followed by 
a decline of the colour play effect. Above the 
clearing point temperature at 45°C the colour 
of the TLC completely fades. While the corre-
sponding colour is essentially monochromatic 
(almost pure spectral colour are obtained) and 
changes with temperature over the visible spec-
tral region, the L*(T) curve cannot describe the 
colouration properties well enough and should 
be compared with other graphs, such as pre-
sented in Figures 9 and 10.

4. Conclusions
Thermo - responsive optical properties of two 
types of thermochromic printing inks pre-
sented in this research are very different. As 
the temperature is raised above the TA, TLD 
printing inks change from coloured to colour-
less state and regain colour when cooled. TLD 
inks exibit colour as a result of selective absorp-
tion of light. Below activation temperature, i.e. 
in the coloured state, all effects are similar to 
that known for conventional inks. A light shade 
background is recommended when printing 
with TLD inks, since the TC composite is not 
opaque. If they are printed on a background 
colour other than white, the background col-
our will influence the colour of the ink. On the 
other hand, TLCs should be applied to black 
substrate - its high absorption prevents scat-
tering of light which could obscure the weak 
reflection on TLCs.
Two analysed TLD samples show colour hys-
teresis: their colour does not depend only on 
temperature but also on the way this tempera-
ture was reached. A system with hysteresis has 
memory, i.e. it exhibits a path-dependence. The 
colour of samples prepared with a thermochro-
mic ink is different when the same temperature 
is reached by heating or by cooling. Different 
colour hystereses were obtained. Printing inks 
based on TC leuco dyes are characterised by 
their relatively low accuracy (wide hysteresis 
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of temperature change). Therefore, functional 
applications of these inks tend to be for visual 
or indicative purpose only.
TLC printing inks provide special type of ther-
mochromic effect inside the temperature acti-
vation region of the ink. The so-called colour 
play effect is based on selective reflectance of 
light from the helical structure of the TLCs. 
As the temperature rises, the colour play effect 
takes place inside temperature activation re-
gion of the ink, with the light being reflected 
in a narrow band within visible spectral region.
The presented research of temperature depend-
ent colorimetric properties of thermochromic 
inks will contribute in understanding differ-
ences between leuco dye - based and liquid 
crystal - based printing inks. Although thermo 
- responsive properties are a common feature 
for both types of thermochromic printing inks, 
mechanism of the colour change differs in a 
great extent. As a result, each type of TC inks 
has specific temperature dependent colorimet-
ric properties, which can determine the field of 
application for this functional materials. For 
this purpose the CIELAB values could be pre-
sented in (a*,b*) or (L*,C*) planes of the colour 
space. To provide an efficient application, the 
L*(T) graphs are also required.
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Abstract 
Wireless Sensor Network (WSN) consists of a large number of small sensors with restricted energy. Prolonged 
network lifespan, scalability, node mobility and load balancing are important needs for several WSN applica-
tions. Clustering the sensor nodes is an efficient technique to reach these goals. WSN have the characteristics of 
topology dynamics because of factors like energy conservation and node movement that leads to Dynamic Load 
Balanced Clustering Problem (DLBCP). In this paper, Elitism based Random Immigrant Genetic Approach 
(ERIGA) is proposed to solve DLBCP which adapts to topology dynamics. ERIGA uses the dynamic Genetic 
Algorithm (GA) components for solving the DLBCP. The performance of load balanced clustering process is 
enhanced with the help of this dynamic GA. As a result, the ERIGA achieves to elect suitable cluster heads 
which balances the network load and increases the lifespan of the network. 
Keywords: Genetic Algorithm, Elitism, Load Balanced Clustering, Random Immigrants, Wireless Sensor Net-
work

1. Introduction
In recent years, an energy efficient design of a 
Wireless Sensor Network (WSN) has become 
a leading area of research. WSN consists of 
base stations and numbers of nodes (wireless 
sensors). Energy efficiency is the essential cri-
teria to increase the lifespan of the network. 
Clustering is the key technique used for load 
balancing to extend the lifetime of a sensor net-
work by reducing energy consumption. Cluster 
structure can prolong the lifetime of the sensor 
network by making the cluster head aggregate 
information from the nodes in the cluster and 
send it to the base station. 
The clustering concept offers tremendous ben-
efits for WSN. The importance of the clustering 
problem can be summarized in two aspects. 
First, it plays an essential role in effective net-
work management. The flat network infrastruc-
ture of WSN encounters the scalability problem 
when the network size keeps rising. In WSNs 

node mobility, scalability is more challenging 
factor. Therefore, effective network manage-
ment is extremely important. So far, cluster-
ing is the most efficient way to manage WSN. 
Second, clustering serves as the foundation for 
many other key problems in WSN (e.g., rout-
ing, intrusion detection, topology control, and 
backbone construction). All these problems are 
solved based on a well clustered network struc-
ture. In this paper, the load balance is used a 
clustering metric since it is a vital application 
requirement. It can guarantee the fairness for 
all the cluster heads in terms of the workload. 
Moreover, the load balanced clustering will 
prolong the lifespan of the cluster structure 
since every cluster head can evenly consume its 
battery energy.
The objective of this paper is to solve the Dy-
namic Load Balanced Clustering Problem 
(DLBCP) in WSN and also to maximize the 
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network lifetime and minimizes the network 
energy consumption. In this paper, a novel load 
balanced clustering approach using Genetic 
Algorithm (GA) is proposed. This proposed 
work forms clusters with optimal cluster heads. 
Here the genetic algorithm is applied along 
with the weighted clustering algorithm and this 
improves the performance of the network and 
also balances the load in the network.

2. Related work
Various works has been surveyed which pro-
vides solutions for the DLBCP problem. Some 
of the important works has been reviewed 
which are described as follows. Huicheng et 
al [1] formulates the DLBCP into a dynamic 
optimization problem. They proposed to use 
a series of dynamic Genetic Algorithms (GA) 
to solve the DLBCP in MANETs. In this dy-
namic GA, each individual represents a feasible 
clustering structure and its fitness is evaluated 
based on the load balance metric. Various dy-
namics handling techniques are introduced to 
help the population to deal with the topology 
changes and produce closely related solutions 
in good quality. Their experimental results 
show that these GA can work well for the DL-
BCP and outperforms traditional GA that do 
not consider dynamic network optimization 
requirements. Xiaohui Yuan et al [2] proposed 
a genetic algorithm based, self-organizing net-
work clustering (GASONeC) technique that 
has a framework to dynamically optimize wire-
less sensor node clusters. In GASONeC, the re-
sidual energy, the expected energy expenditure, 
the distance to the base station and the also the 
range of nodes in the vicinity are employed in 
search for a best, dynamic network structure. 
Reconciliation these factors is that the key of 
organizing nodes into applicable clusters and 
designating a surrogate node as cluster head. 
Here the authors contributed the work into two 
folds. First, a GA based clustering method is 
proposed that maintains the dynamic cluster 
structure. Second, it balances the energy con-
sumption of every node and improves the net-
work lifetime.
Kaliappan et al [3] used energy metric in ge-
netic algorithm (GA) to solve the DLBCP. They 
used genetic algorithms such as elitism based 
immigrants genetic algorithm (EIGA) and 

memory enhanced genetic algorithm (MEGA) 
to solve DLBCP. These schemes select an op-
timal cluster head by considering the distance 
and energy parameters. They used EIGA to 
maintain the diversity level of the population 
and MEGA to store the old environments into 
the memory. It promises the load balancing in 
cluster structure to increase the lifetime of the 
network. Their experimental result shows that 
their proposed schemes increases the network 
lifetime and reduces the total energy consump-
tion. 
Vipin pal et al [4] presented a genetic algorithm 
based cluster head selection for centralized 
clustering algorithms to have a better load bal-
anced network than the traditional clustering 
algorithm. Here the cluster head is selected ac-
cording to their residual energy and takes care 
of trade-off of inter and intra cluster commu-
nication distance. Also their proposed scheme 
optimizes the number of cluster head for a 
round. Their simulation shows that their pro-
posed solution finds the optimal cluster heads 
and has prolonged network lifetime than the 
traditional clustering algorithms.
Pratyay Kuila [5] proposed the load balanced 
clustering problem in WSN. In this paper, the 
author used the genetic algorithm approach 
to solve the load balancing problem in WSN. 
This proposed algorithm performs well for 
both equal as well as unequal load of the sen-
sor nodes. The author performs in depth sim-
ulation of the proposed method and compares 
the results with some evolutionary based ap-
proaches and other related clustering algo-
rithms. The results demonstrate that the pro-
posed algorithm performs better than all such 
algorithms in terms of varied performance 
metrics like load balancing, execution time, 
energy consumption, number of active sensor 
nodes, and number of active cluster heads and 
also the rate of convergence.
Sheng Xiang Yang et al [6] proposed the ran-
dom immigrants and memory scheme. The 
random immigrant scheme addresses dynamic 
environments by maintaining the population 
diversity while the memory scheme aims to 
adapt genetic algorithms quickly to new en-
vironments by reusing historical information. 
Experimental results show that the memo-
ry-based and elitism-based immigrant schemes 
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efficiently improve the performance of genetic 
algorithms in dynamic environments.

3. Dynamic Load Balanced Clustering 
Problem

The DLBCP problem is described as follows. 
For a given sensor nodes, the proposed algo-
rithm is to find a set of cluster heads from the 
network and each cluster head serves the same 
number of cluster members. Due to some envi-
ronmental changes the topology of the network 
also changes from time to time. Therefore the 
objective of this paper is to find suitable cluster 
heads in WSN with dynamic environment. 
The proposed algorithm consists of various 
phases like genetic representation, population 
initialization, fitness function calculation, se-
lection, crossover, and mutation. Initially the 
deployed sensor nodes are represented using 
genes. Then populations are generated using 
random permutation of chromosomes. In ge-
netic algorithm, each chromosome represents a 
potential solution. In the next phase, the weight 
value of each node presented in a chromosome 
is calculated by using weighted clustering pro-
cess [7,8]. Then the procedure for cluster head 
selection is applied to select suitable cluster 
heads from each chromosome. The calculated 
weight values for each node in the chromo-
some is used to find out the fitness value of that 
chromosome by taking the sum of weight val-
ues of all cluster heads in this particular chro-
mosome. Next the selection operator is formu-
lated to ensure that the better chromosomes of 
the population with higher fitness value have 
greater probability of being selected for mating. 
In order to achieve the same, roulette wheel se-
lection method is used. Finally the important 
GA operations namely cross over and mutation 
is applied. 
The crossover helps to select suitable best in-
dividual from current population and to pro-
duce the new population. Mutation alters one 
or more gene values in a chromosome from its 
initial state and the new gene values are add-
ed to the gene pool. From the new gene values 
the better solution may be obtained. As a result 
a new child chromosome is generated whose 
corresponding cluster head sets are the final-
ized cluster heads of the given network topol-
ogy. Whenever the environment change s, the 

network topology also changed which leads 
to change the cluster structure and also the 
cluster heads will be changed. Hence this pro-
posed method uses the elitism based random 
immigrant method to adapt dynamic topolo-
gy changes. Finally the load balanced cluster 
structure is obtained. Figure 1 shows the flow-
chart of the proposed ERIGA algorithm.

Fig.1 Flowchart of ERIGA Algorithm.

3.1 Genetic Representation
In WSN, the nodes which are presented initial-
ly are considered as population. It is denoted as

  (1) 

Each node in the network has a node ID. Each 
node ID represents a gene. The random per-
mutation of node IDs are used to represent a 
chromosome. 

3.2  Population Initialization
The initial population is represented as PGA and 
it consists of ‘q’ (=m!) chromosomes. It is de-
noted as 

  (2)

In GA, each chromosome represents a poten-
tial solution. If 20 numbers of nodes are pre-
sented in a network then there are 20! Chro-
mosomes can be obtained. It guarantees that 
each chromosome has no duplicate ID and it 
explores the population diversity for each chro-
mosome. Hence a random set of cluster heads 
can be derived by using random permutation 
of node IDs.

3.3  Weighted Clustering 
After the formation of the initial population, 
weight wv of each node was calculated by using 



18 Acta Graphica Vol 28, No 1 (2017) ; 15-24

Original scientific paper  K. Mohaideen Pitchai et al.

Dynamic Load Balanced Clustering using Elitism based Random Immigrant Genetic Approach for Wireless Sensor Networks

weighted clustering procedure. Genetic algo-
rithm uses those values to sum up for all the 
cluster heads for each chromosome. Wv is de-
fined as 

 (3)

Where ∆v is the degree difference and mv is the 
average speed of the nodes. The corresponding 
weighing factors are such that. 

  (4)

This procedure consists of the following steps.
1. Find the degree of each node dv. It is defined 

as the number of neighbor nodes N(v). It 
can be calculated as

  (5)

Where txrange is the transmission range of v and 
V represents the set of nodes vi. The neighbor-
hood of a cluster head is the set of nodes within 
its transmission range.
2.  Degree difference (Δv) is one of the per-

formance parameter for load balancing. It 
is defined as the difference of ideal node 
degree (δ) and actual degree (connectivi-
ty) of that node. Degree of node (dv) is the 
number of neighbors of node v that are in 
the transmission range. Ideal degree is the 
number of neighbors that a cluster head can 
handle effectively. The degree difference for 
every node v can be calculated as 

  (6)

3.  Mobility is an important factor to decide ef-
ficient cluster heads and it is used to avoid 
frequent cluster head changes. It is com-
puted using the average running speed for 
every node till the current time T. The mo-
bility of a node mv is calculated as

  (7)

Where (xt,yt) and (xt-1,yt-1) are the coordinates 
of node v at time t and t-1 respectively. 
4.  Weighing factors are chosen in such a way 

that w1+w2=1. Calculate the combined 
weight wv for each node v, where 

  (8)

where w1 and w2 are weighting factors. Repeat 
the steps 2-4 for remaining nodes. 

3.4  An illustrative scenario
Consider a network consists of 20 nodes with 
IDs ranging from 0 to 19. The transmission 
range for each node is represented by a circle 
with equal to radius. The weighted clustering 
algorithm is demonstrated with figures 2 to 6. 
Figure 2 shows that the initial configuration of 
20 nodes with node IDs 

Fig.2. Initial configuration consists of 20 nodes.

Figure 3 shows the neighbors of each node. The 
neighbors of the each node v are defined by its 
degree dv. Step 1 implies that degree, dv, which 
is the total number of neighbors of a node. The 
degree difference, ∆v, of each node is calculated 
in step 2 with ideal node degree δ=2.The mo-
bility of node is calculated in step 3 and the mv 
values are chosen randomly. If mv=0 means the 
node does not move ie static node.

Fig.3. Neighbors identified for each node.

In Figure 4, the arrows indicate the speed and 
direction of movement of every node. The 
weighted metric wv for each node is computed 
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in step 4.The values of weights are considered as 
w1=0.5 and w2=0.5. So these weighting factors 
are chosen randomly according to w1+w2=1.

Fig.4. Mobility of the nodes.

Table 1 represents the execution of weighted 
clustering algorithm. The cluster head results 
are shown in the form of table. The first column 
in the table represents the node ID. The values 
in the second column of the table represent the 
degree of the each node and the degree differ-
ence values are represented in third column of 
the table. The randomly chosen mobility values 
are represented in fourth column of the table. 
Finally the fifth column shows the weighted 
values of each node. 
Table 1. Execution of weighted clustering

This is stored in a list where each node is point-
ing to its neighbor’s list as it is next position 
that is used to compute the object function. Ta-
ble 2 represents the neighbor lists of each node.
Table 2. Neighbor list of each node

3.5  Cluster Head Selection
The algorithm goes through each node in this 
list and checks three conditions in order to se-
lect the current node as a cluster head.
1.  If the node under consideration is not al-

ready a cluster head.
2.  The node is not a member of any cluster 

heads.
3.  The actual number of neighbor is less than 

threshold value (T=4).
If these three conditions are satisfied, then the 
nodes are selected as a cluster heads and insert-
ed into the set of cluster heads for that particu-
lar chromosome. The selected cluster heads are 
shown in the figure 5.

Fig. 5. Cluster heads selection
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Table 3. Cluster heads set for a single chromosome.

3.6  Fitness Function Calculation
After the cluster heads are chosen, the calculat-
ed wv values for each node is used to find out 
the fitness value of the chromosome by tak-
ing the summation of wv values of all cluster 
heads in this particular chromosome. Since the 
orders of appearance of node IDs of the chro-
mosome are different, each chromosome will 
have a different set of cluster heads which in 
return will have the different fitness value. This 
fitness function is used to estimate the quality 
of the chromosome. The fitness function of this 
chromosome is 9. So for each chromosome the 
fitness function is calculated and after that it 
chooses the highest fitness value chromosomes. 
These fitness chromosomes are then served as 
parents for the next generation.

3.7 Selection
Selection plays a vital role in improving the av-
erage quality of the population by passing the 
prime quality chromosome to the next gener-
ation. The selection operator is formulated to 
ensure that better chromosomes of the pop-
ulation with higher fitness vale have greater 
probability of being selected for mating. Rou-
lette Wheel selection is used to select individu-
als based on their fitness values. Therefore the 
probability of choosing an individual depends 
directly on its fitness value. This probability is 
defined as 

  (9)

where Fi and n are the fitness chromosome and 
size of the population respectively. The size of 
each individual corresponds to fitness value 
of associated individuals. The circumference 
of the roulette wheel is the sum of all fitness 
values of individuals. The fittest chromosome 

occupies the largest interval, whereas the least 
fit has small interval within the roulette wheel. 
In this method, circular wheel is divided and a 
fixed point is chosen on the wheel circumfer-
ence and the wheel is rotated. The region of the 
wheel which comes in front of the fixed point is 
chosen as the parent and for the second parent 
same process is repeated. Two individuals are 
then chosen randomly based on the probabili-
ties and produces offspring.

3.8  Crossover
Crossover is a genetic operator that mixes two 
chromosomes to provide a new Chromosome. 
The crossover is used to choose the new chro-
mosome that may be better than both of the 
parents, if it takes the best characteristics from 
each of the parents. They help to select suitable 
best individual from current population and 
to produce the new population. Here order 1 
crossover method is used. In this method, ini-
tially selects two parent chromosomes and cal-
culate the residual energy for all the nodes and 
then arrange the parent chromosomes by value 
of residual energy (i.e.) from high remaining 
energy to low remaining energy and then se-
lects a random swath of consecutive gene from 
two parent chromosomes. After that from par-
ent chromosome 1 and it drops the swath down 
to child 1 and remaining genes are taken from 
the second parent chromosome. From the sec-
ond parent chromosome starting on the right 
side of the swath, grab genes from parent 2 and 
then insert them in child 1 at the right edge 
of the swath. This procedure is repeated for 
the second child chromosome. For the second 
child chromosome swap area is selected from 
the parent chromosome and then remaining 
genes are genes are grabbing from the parent 
chromosome 1. Figure 6 shows the illustration 
of the crossover.
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Fig. 6. Illustration of crossover.

3.9  Mutation
Mutation is a genetic operator used to preserve 
genetic diversity from one generation of a pop-
ulation of a chromosome to the consequent 
generation. Mutation alters one or more gene 
values in a chromosome from its initial state 
and the new gene values are added to the gene 
pool. From the new gene values the better solu-
tion may be able to obtain. Here gene swapping 
method is used for generating a children chro-
mosome from a parent chromosome by chang-
ing the value of some genes. 
In Mutation, initially the residual energy for 
all the nodes are calculated and selects a par-
ent chromosomes and then arrange the parent 
chromosome by value of residual energy (i.e.) 
from high remaining energy to low remain-
ing energy. Then selects two positions on the 
chromosome at random, and interchanges the 
values. This is common in permutation based 
encodings. In the example, genes 9 and 0 are 
swapped and this is shown in the figure 7.

Fig.7. Illustration of mutation

As a result of mutation, a new child chromo-
some is generated whose corresponding clus-
ter head sets are the finalized cluster heads of 
the given network topology. This procedure is 
repeated until the new population is equal to 
the initial population. These are the standard 
genetic algorithm operations. If the topology 
changes, then the dynamic genetic operations 
such as immigrant schemes or memory based 
schemes can be used. This proposed method 
uses the elitism based random immigrant ap-
proach for the dynamic load balanced cluster-
ing problem.

3.10  Elitism based Random Immigrant 
Approach

Standard genetic algorithm is not suite well for 
the dynamic environments. If the load balanced 
clustering problem is considered in a dynamic 
environment, then it is termed as dynamic op-
timization problem. There are various methods 
are used to solve dynamic optimization prob-
lem. The best method is to enhance the perfor-
mance of the dynamic optimization problem 
through immigrant schemes. The basic idea be-
hind the immigrant scheme is to introduce new 
individuals into the current population by re-
placing the worst individuals. It can remove the 
diversity level of the population. The above said 
conventional genetic operations are combined 
with immigrant schemes to solve dynamic load 
balanced clustering problem.
Here an elitism based random immigrant ap-
proach is used. After the crossover and muta-
tion operations, every chromosome is evaluat-
ed and checks their fitness value. Due to some 
environment conditions, the network structure 
may change and that affects the fitness value of 
the chromosomes (i.e.) if the topology changes 
then the cluster structure are changed and also 
their corresponding cluster heads will changed. 
The fitness value is calculated based on the clus-
ter heads of each chromosome. So the fitness 
value is affected after the environment changes. 
So this affects the current population and for 
that this work uses the Elitism based Random 
Immigrant Genetic Algorithmic approach (ER-
IGA). 
In ERIGA, new immigrants which include the 
random and elite immigrants are generated 
first and then they replace the worst individual 
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in the current population. The random immi-
grants are feasible solutions generated random-
ly which aims to increase the diversity level of 
the population. The elite immigrants are used 
to reserve the better individuals in current gen-
eration to the next generation. From the pre-
vious generation, the chromosomes with the 
higher fitness value (elites) are stored and this 
elites can use for the replacement strategy.
After the execution of standard GA operations, 
the current population is evaluated. If the chro-
mosome with the least fitness value is found, 
then it is replaced with the higher fitness val-
ue chromosomes from the previous generation 
and then performs the standard genetic oper-
ations. Finally update the current generation 
with new individuals. This process is repeated 
until the maximum population is reached. The 
pseudo-code for the ERIGA is shown below. 

Algorithm ERIGA
Evaluate the current population
//Perform elitism based immigrant mechanism 
Generate elite immigrant from p(t-1)
Evaluate elite immigrants
// (i.e. immigrant with high fitness value)
If environment change is detected
Then
Replace the worst individual (i.e. individual with low 
fitness value) in p (t) with generated immigrant from 
p(t-1)
Else
Perform basic genetic operations
Update population until the termination criteria is met
End

4. Simulation and Results
The simulation experiments are conducted to 
evaluate the performance of the proposed ER-
IGA algorithm for the concerned Dynamic 
load balanced clustering problem. Simulation 
has been carried out using MATLAB tool. The 
simulation parameter settings are tabulated in 
Table 4. The EIRGA algorithm is executed by 
considering an initial population of 100 chro-
mosomes. For crossover operation, ERIGA se-
lects the best 10% chromosomes using Roulette 
Wheel selection. The crossover rate is taken as 
0.6 and mutation rate as 0.03. The algorithm is 
run for 20 iterations. The ERIGA algorithm is 
compared with Standard GA (SGA) algorithm.

Table 4. Simulation Parameters Settings

Parameter Value/Method
Deployment Area 100 x 100 m2

Base Station Location (50,50)
Network Size 20-100
Initial Energy of Nodes 0.5J
Population Initialization Random
Number of Generations 10-100
Selection Schema Roulette Wheel 

Selection(RWS) 
Cross Over Rate 0.6
Mutation Rate 0.03
Replacement Rate 0.1-0.6
Selection Ratio of Random 
Immigrants

0.2

Selection Ratio of Elite Immigrants 0.4

Fig. 8. Population Size Vs Average Fitness Value.

Figure 8 shows the comparison of average fit-
ness value with SGA and ERIGA. The average 
fitness value is increased by increasing the size 
of the population. During the population size 
of 100, the average fitness value of SGA is 0.9. 
But in the case of ERIGA, the value is 1.1. This 
is due to the replacement of worst individuals 
in the identified chromosome with elite chro-
mosomes. When the replacement rate is in-
creased, the difference of average fitness value 
will be increased. 
Figure 9 shows the comparision among num-
ber of cluster heads with the varying size of 
population. It is observed that during the pop-
ulation size of 60 and 80, the number of cluster 
head of ERIGA is 12 and 11. This variation is 
due to the variation in mobility speed of the 
nodes. There is a linear increase in the num-
ber of cluster heads after the population size is 
varied from 80 to 140. It is also observed that 
during the population size of 60, both SGA and 
ERIGA has same number of cluster heads. In 
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that scenario, there is no mobilty is considered 
in ERIGA.

Fig. 9. Population Size Vs Number of Cluster Heads 

Fig. 10. Average Fitness Value by varying the value of 
∆v

Figure 10 shows that the average fitness value 
of ERIGA and SGA for different values of ∆v. 
In ERIGA, the average fitness value varies from 
0.6 to 1.1 and for SGA it varies from 0.55 to 1. 
When the value of ∆v is 6, the average fitness 
value of ERIGA and SGA are 1 and 0.85 re-
spectively. The degree difference ∆v value is due 
to the mobility consideration. Hence the ERI-
GA achieves highest fitness value as compared 
with SGA. Also whenever a ∆v value varies, the 
corresponding Wv values are varied and thus 
it changes the fitness value of that particular 
chromosome.

Fig. 11. Threshold Value Vs Number of clusters

Figure 11 shows that the number of clusters 
formed based on the threshold values for a 

network of size 20 nodes. Here the threshold 
value is set to 4. The threshold value represents 
the number of members within a cluster. Ac-
cording to that number of clusters is formed 
corresponding to the threshold values.

Fig. 12. Replacement Rate Vs Average Fitness Value 

Figure 12 depicts that the average fitness val-
ue of ERIGA and SGA with different values of 
replacement rate. Replacement rate is defined 
as how much of chromosomes in the current 
generation are replaced with the previous gen-
eration. When the replacement rate is 0.4, the 
average fitness value of SGA is 8. But this value 
is increased up to 15 for ERIGA. Since the re-
placement of worst individuals in the previous 
generation with elites in the current generation. 
These results will improve the performance of 
the proposed ERIGA algorithm. 

5. Conclusion
The characteristic such as topology dynamics 
due to energy conservation and node move-
ment in WSN leads to dynamic load balanced 
clustering problem. Load balancing and relia-
ble information transfers among all the nodes 
are essential to prolong the lifespan of the net-
work. In this paper, genetic algorithm is used 
to solve the dynamic load balanced clustering 
problem. Initially a standard genetic approach 
was applied to solve the load balanced cluster-
ing problem. In order to adapt a dynamic en-
vironment, the standard approach is enhanced 
to a dynamic genetic algorithmic approach 
called elitism based random immigrant ap-
proach. This is applied to find suitable cluster 
heads whenever topology changes. The simula-
tion results show that the dynamic approach is 
more suitable than a static method to solve the 
dynamic load balanced clustering problem. In 
future, heterogeneous WSN may be considered 
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for testing the applicability of the proposed 
load balanced algorithms SGA and ERIGA.
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Abstract
The study describes the degradation of inkjet ink at low frequency ultrasound (US) and greensand to compare 
their reactivity. Environmental sonochemistry is a rapidly growing area and an example of the advanced oxi-
dation process (AOP) that deals with the destruction of organic species in aqueous solutions. Greensand is a 
granular material coated with a thin layer of manganese dioxide (MnO2) which is among the strongest natural 
oxidants. In our study magenta inkjet water-based printing ink was dissolved in distilled water and the solutions 
obtained after degradation were analysed in terms of total organic compound (TOC) and absorption curves in 
the visible spectra. Also used for the process monitoring was high performance liquid chromatography (HPLC). 
The efficiency of discoloration is significantly affected by the effluent pH. The efficiency of discolouration was 
higher when the pH of initial solution was 2 with respect to the initial solution pH of 5.5. In all solutions, 
irrespective of the initial pH value and the processing method the oxidation of polyhydric alcohols occurs. 
Although the decomposition is significant, surface peaks resulting from HPLC analysis are very small. Decol-
ourization is closely related to the cleavage of the – C=C and -N=N- bonds, and oxidation of polyhydric alcohol 
to the formation of monosaccharides, carboxylic acids or other low molecular weight compounds with a lesser 
number of unsaturated double bonds. These compounds have low UV absorbance or they absorb below 200 nm 
and therefore their detection is impossible. Thus, the obtained total organic compound results indicate a small 
degree of mineralization. The effectiveness of the low-frequency ultrasound (20 kHz) oxidation is similar to the 
effectiveness of oxidation by greendsand.
Key words: oxidiation, ultrasound, greensand, inkjet printing ink

1. Introduction
Wastewater effluents in some industries, such 
as dyestuff, textiles, leather, paper, and plastics 
contain several kinds of synthetic dyestuffs. The 
presence of colour in water for whatever use 
is undesirable (Guzman-Duque et al., 2011). 
Even with the presence of very small amounts 
of dyes in water (less than 1mg dm-3 for some 
dyes) the colour is highly visible (Wu et al., 
2013) and can be toxic for life and harmful for 
human beings. Hence, the removal of colour 
from process or waste effluents is an issue of 
fundamental importance for the environment 
(Mohamed et al., 2007, Wu et al., 2013, Vonči-
na Brodnjak and Majcen-Le-Marechal, 2003).
Until now, conventional methods such as co-
agulation, microbial degradation, absorption 
on activated carbon, incineration, biosorption, 

filtration, and sedimentation have been used to 
treat dye wastewater. During the last two dec-
ades, Advanced Oxidation Processes (AOPs) 
have emerged as sludge-free alternatives for 
decolourizing azo dyes (Eren and Ince, 2010). 
Ultrasound is considered to be an advanced ox-
idation process (AOP) that generates OH• rad-
icals through acoustic cavitation (Eren, 2012). 
The sonochemical effect takes place at the gase/
liquid interface due to the oxidation of organic 
molecules by OH• and, to a lesser extent, in the 
bulk solution or the pyrolytic decomposition 
inside the bubbles. Hydrophilic and non-vol-
atile compounds such as dyes mainly degrade 
through OH-mediated reactions in the bulk 
solution and at the bubble-liquid interface, 
while hydrophobic and volatile species degrade 
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thermally inside the bubbles (Eren, 2012; Mou-
meni et al., 2012). 
Researchers have shown that high frequencies 
are usually effective in degrading hydrophilic 
and non-volatile organics such as dyes, while 
low frequencies are more suitable for hydro-
phobic and volatile compounds. The result was 
attributed to a larger number of oscillations at 
high frequency that allowed a larger fraction 
of OH-ejection into the bulk liquid (Rehorek, 
2004; Eren, 2012; Eren and Ince, 2010).
According to Guzman-Duque et al. (2011) 
by-products of aromatic structures occured as 
a result of sonochemical degradation of crystal 
violet dye in water. As demonstrated by Sid-
dique et al. (2011) sonoelectrochemical treat-
ment of un-hydrolyzed reactive blue 19 dye 
for 30 min resulted in the formation of acetic 
acid, benzoic acid, etc. For hydrolyzed dye, a 
treatment of 10 min was enough. According to 
Moumeni et al. (2012) sonochemical degrada-
tion of malachite green occurs via two compet-
itive processes: N-demethylation and destruc-
tion of the conjugated structure.
Greensand is a granular material, coloured in 
purple-black, derived from glauconite. Glauco-
nite is a very common mineral in the class of 
zeolite, coated with a thin layer of manganese 
dioxide (MnO2). Manganese oxides are among 
the strongest natural oxidants in soils and sed-
iments with a reducing potential between 1.27 
and 1.50 V. They are capable of oxidizing many 
inorganic pollutants and a wide range of organic 
compounds such as phenols, aromatic amines, 
antibiotics, alcohol and colorants (Wang et al., 
2014; Markovski et al., 2014; Zhang et al., 2013; 
Hao et al., 2013; Clarkea et al., 2013; Qu et al., 
2014; Zhua et al., 2010; Wang et al., 2017; Jiang 
et al., 2016; Das and Bhattacharyya, 2014; Fang 
et al., 2016; Dang et al., 2016). 
Every inkjet formulation contains ingredients 
to preserve the colorant in a wet, fluid medi-
um, whether solvent or carrier. Thus, water as 
a neutral fluid adjusts viscosity, adds volume, 
and allows the regulation of the concentration 
of the dye formulation. Then we have the sur-
factant and acid or alkali (base) to control the 
pH of the formulation (Cie, 2015). Water-based 
inkjet printing inks are comprised of colourant 
(dye or pigment), additives, humectants (eth-
ylene glycol, polyethylene glycol, triethylene 

glycol or diethanolamine) and water. Originally 
coloured liquids (dye-based colourants) are fully 
dispersed and dissolved in water (Aldib, 2015).
About 50% of the dyes produced in the world 
are derived from azo compounds. The main 
characteristic of this family of compounds is 
the presence of the azo group (−N=N−), which 
allows larger extension of π-electronic conjuga-
tion and, therefore, intense absorption of light 
in the visible region of the electromagnetic 
spectrum (Ferreira, 2013). In water-based ink 
jet printing inks the anionic dyes are mostly 
used as colourants (Ferreira, 2013). Azo dyes 
themselves are not toxic. Under anaerobic con-
ditions azo dyes are cleaved by microorgan-
isms to form potentially carcinogenic aromat-
ic amines. Aromatic amine formation may be 
avoided by the use of oxidative processes (Re-
horek et al., 2004).
The oxidation of a mono-component system 
is the subject-matter of research of most of the 
authors of this paper. Thus, the oxidation of the 
real system, which consists of different organic 
components is presented. We studied the deg-
radation of the components from a solution 
obtained by dissolving an inkjet water-based 
printing ink (dye-based) in distilled water. The 
oxidation process was conducted with green-
sand batch process and ultrasonic irradiation 
(low frequency ultrasound). The comparison 
of the effectiveness of the presented oxidation 
processes was given. 

2. Material and methods

2.1  Model solution
Dye solution with a concentration of 100 mg 
dm-3 was prepared by dissolving of the ma-
genta inkjet printing ink (Epson Stylus Pro 
7000) in distilled water. According to the pro-
ducer, the approximate composition of print-
ing ink is as follows: 1.5% dye; 8% glycerol 
(OHCH2CH(OH)CH2OH), 28% ethilenglycol 
[(CH2)2(OH)2], 1% urea and 61.5% water.

2.2 Chemicals
The chemicals used have the purity of the cor-
responding analytical grade from producer 
“Kemika” Zagreb. Distilled water with the elec-
trical conductivity of less than 1 mS cm-1 was 
also used. For adjusting the dyestuffs’ pH value 
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to 2.0 H2SO4 solution the concentration of 2 
mol dm -3 was used.

2.3 Apparatus
Total organic carbon analyzer, (TOC-VCHN/CSN, 
Shimadzu Corporation, Japan) was used for 
TOC concentration measurements. pH value 
was measured using inoLab_IDS, Multi 9310. 
Dyestuff model solutions were mixed using the 
rotary shaker Edmund Bűhler GmbH. Ultra-
conisc sonification was conducted using Son-
opuls HD 3100 ultrasound with frequency of 
20 kHz. The spectral absortion curves were de-
terminated with Konica Minolta Spectropho-
tometer CM-3600d. UV–Vis spectrometry was 
performed with a Perkin Elmer, Lambda 10 
spectrophotometer. The spectra were recorded 
between 200 and 800 nm at a scan rate of 240 
nm min-1. 
The HPLC analyses were carried out on Agilent 
1100 Series system consisting of quaternary 
pump, vacuum degasser, autosampler, thermo-
stated column oven and multichannel UV di-
ode-array detector (Agilent Technologies, Palo 
Alto, CA, USA). Chromatographic separation 
was carried out on a Zorbax Eclipse XDB col-
umn (150 mm × 4.6 mm) with C18 functional 
groups and 5 μm particle size (Agilent Tech-
nologies, Palo Alto, CA, USA). The column 
temperature was 40 °C, injection volume 50 
μL, flow rate of the mobile phase 1 mL min-1, 
and the time of analysis 43 min. The mobile 
phases A (0.34 g TBASH + 900 mL water + 
100 mL acetonitrile) and B (acetonitrile) were 
used for gradient elution as follows: the initial 
ratio of 25 % of acetonitrile was held constant 
for 5 min, then the ratio of acetonitrile was in-
creased to 40 % over the following 8 min, and 
to 90 % in the following 17 min, held constant 
for 10 min and decreased to the initial value of 
25 % over 0.5 min. The analytes were detected 
by monitoring the UV absorbance at 204 nm, 
238 nm, 287 nm and 538 nm, which were set 
according to the UV absorption spectra of the 
initial sample solution.

2.4.  Analitical procedure

2.4.1 Greensand oxidation treatment

Experiments were conducted in batch reactors 
at 25ºC. 0.25 g of greensand was placed into 
the plastic laboratory containers (50 cm3) and 

covered with 25 cm3 dyestuff soultion. The soul-
tion was shaken on rotary shaker at a speed of 
250 rotation/min during 10, 30, 60 and 220 min.

2.4.2. Ultrasonic oxidation treatment 

25 cm3 of dyestuff solution was placed into the 
laboratory beakers. The power of ultrasound 
was adjusted to 30, 80 and 150 W. Duration of 
treatment was 10, 20 and 30 min. 
After treatments, all the soultions were centrif-
ugated and in the obtained supernatants the 
TOC was determined and the absorption spec-
tra were acquired in the visible spectral range. 
The HPLC analyses were used to monitor the 
initial and degradation products visible by the 
UV-VIS absorption detection. 50 μL of each 
sample was injected on the column, without 
any preparation or dilution.

3.  Results and discussion

3.1 Oxidation by greensand
Figure 1 presents the TOC concentration 
measurements in original dyestuff solution and 
in all soultions treated with greensand. The ini-
tial pH values of dyestuff solutions were 5.5 and 
2.0.
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After 10 minutes of treatment, the TOC con-
centrations were lower but this is negligible, as 
well as the further reduction which appeared 
with the increase of shaking time. The origi-
nal dyestuff soultion has TOC concentration 
of 20 mg dm-3. After 220 min of shaking, the 
TOC concentration in dyestuff solution with 
pH value 5.5 decreased to 15.87 mg dm-3. The 
efficiency of TOC removal was around 20%. 
The soultion was slightly less coloured com-
pared to original soultion but complete discol-
ouration didn’t occur. The removal of TOC in 
dystuff soultion with initial pH value of 2.0 is 
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approximately the same as in the initial dye-
stuff solution with a pH value of 5.5. However, 
in acidic solutions discolouration has occurred 
(Figure 2). 
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Figure 2 shows the absorption spectra of dye-
stuff soultions. A slight reduction of the ab-
sorption maximum of the initial solution with 
pH 5.5 (Figure 2A) and a significant reduction 

of the absorption maximum in acidic solutions 
(Figure 2B) were observed. 
Table 1 shows the recording wavelengths and 
retention times of 19 components monitored 
by the HPLC analysis. 
The chromatograms of the initial solution re-
corded at 204 and 538 nm are shown in Fig-
ure 3. The peak with the retention time of 11.9 
minutes represents the colour which is verified 
by recording its UV spectra during HPLC anal-
ysis using the diode array detector.
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Table 1

Peak No. tR / 
(min)

λmax / (nm)
wavelength of maximum absorption 
obtained from the recorded spectra

λmax / (nm)
wavelength at which a certain peak was recorded, i.e. in 
which the determined peak area was used in the results

1 A 1.3 204, 310 204
2 D 2.05 204 204
3 D 3.1 220, 250, 330 204
4 I 3.8 230, 275, 530 204
5 I 4.7 204, 230, 300 204
6 I (dye) 11.9 220-230, 280, 510-545 204
7 D 16.4 204 204
8 D 23.5 204 204
9 D 24.5 204, 230, 280 287

10 I 25.4 240-250 238
11 I 26.6 204, 230, 275 204
12 I 27.1 230 238
13 I 27.7 240, 250, 320, 345 238
14 I 28.5 280 287
15 I 29.1 204 204
16 I 29.6 204, 240, 305, 204
17 I 31.6 204, 300 204
18 I 35.6 204, 225, 260 204
19 I 38.8 204, 230, 275 204
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Chromatogram of the initial solution contained 
13 peaks recorded at different wavelengths. The 
components with the retention times of 2.05 
min, 3.1 min, 16.4 min, 23.5 min i 24.5 min 
(peaks # 2, 3, 7, 8 and 9) were not detected 
in the initial sample solutions, but only in the 
solutions after treatment, so these components 
might be considered as degradation products 
(Table 1). A peak with the retention time of 1.3 
min which is not present in the initial sample 
solution appears only in the acidified solutions, 
and probably relates to the sulphuric acid (Table 
1). Other peaks belong to other components in 
the solution (alcohols). Two components with 
retention times of 35.5 and 38.7 minutes (peaks 
# 18 and 19) have significantly higher peak are-
as than the other peaks. These are probably the 
prevalent components in the samples (or the 
components with significantly higher UV ab-
sorbance than all other components). The com-
ponents with the retention times of 4.7 min, 
26.5 min, 29.1 min, 29.5 and 31.5 min (peaks # 
5, 11 and 15-17) have lower peak areas than the 
previous two, but still significant and probably 
related to less concentrated compounds in the 
samples. The areas of the compounds with the 
retention times of 3.8 min, 25.4 min, 27.1 min, 
27.7 min and 28.5 min are much lower than 
all the other peaks. These probably appertain 
to compounds with very low concentration or 
UV-VIS absorption (peaks # 4, 10, 12, 13, 14).
The surface areas of all the peaks that appear in 
the original dyestuff solution are reduced upon 
treatment with greendsand (Table 2) regardless 
to the initial pH value of solution except for 
peak # 6 (dye). 
Table 2

Peaks surface areas
Peak No. Retention 

time/(min)
Original 
dyestuff

30 min 
pH 5.5

10 min 
pH 2

20 min 
pH 2

1 A 1.3 0 0 238.9 216
2 D 2.05 0 0 113.9 123
3 D 3.1 0 0 68.5 55.7
4 I 3.8 26.5 0 20.5 25.9
5 I 4.7 649 45.5 168.6 157.6
6 I 

(dye)
11.9 115.6 136.4 0 0

7 D 16.4 0 0 60.8 74
8 D 23.5 0 324.5 326.1 327.7
9 D 24.5 0 31.8 31.4 31.9

10 I 25.4 137.1 54.1 53.6 54.9
11 I 26.5 1162 286.3 308.5 365.8

12 I 27.1 60.5 27.2 27.4 27.9
13 I 27.7 60.9 25.4 25.6 26
14 I 28.5 292 108.6 108.8 110.5
15 I 29.1 862.2 215.1 216.3 218.4
16 I 29.5 931.7 52.7 53.6 54.5
17 I 31.5 891.2 128.7 134.1 132.2
18 I 35.5 5705.5 2472.6 2494.4 2507.2
19 I 38.7 3054.2 1146.6 1155.3 1159.5

Area of peak # 6 is not reduced in a solution 
of pH 5.5, which means that there is no deg-
radation of dyes. These results confirm the 
resulting absorption curve. Moreover, surface 
area of this peak is slightly higher. The total 
area of  all peaks obtained by HPLC analysis of 
the original dyestuff solution is 13948.4. After 
greensand oxidation treatment of the original 
dyestuff solution (pH = 5.5) for 30 minutes, 
the total peak area is reduced to 4699.2. This 
means that the concentration of components 
in the solution has decreased by 66.3%. The 
surface area of resulting peaks was 356.3 rep-
resenting only 2.5% of the initial surface. The 
greatest reduction of the peak surface areas was 
obtained for the peaks #5, 11, 15-17 in the neu-
tral solution as well as for acid solution (from 
75 to approximately 95% compared to the ini-
tial surface area of   individual peaks, Table 3). 
Table 3

% of degradation
Peak No. Retention 

time/(min)
30 min 
pH 5.5

10 min 
pH 2

20 min 
pH 2

4 I 3.8 100.0 22.6 2.3
5 I 4.7 93.0 74.0 75.7
6 I (dye) 11.9 -18.0 100.0 100.0

10 I 25.4 60.5 60.9 60.0
11 I 26.5 75.4 73.5 68.5
12 I 27.1 55.0 54.7 53.9
13 I 27.7 58.3 58.0 57.3
14 I 28.5 62.8 62.7 62.2
15 I 29.1 75.1 74.9 74.7
16 I 29.5 94.3 94.2 94.2
17 I 31.5 85.6 85.0 85.2
18 I 35.5 56.7 56.3 56.1
19 I 38.7 62.5 62.2 62.0

Other components are degraded in smaller 
percentage (from about 55 to 63%). Follow-
ing the treatment of the acidic dyestuff solu-
tion with greendsand for 10 minutes, the total 
surface area of the peaks obtained by HPLC 
analysis of the original dyestuff solution has 
decreased to 4766.7. The surface area reduction 
is 65.8%. The resulting surface is around 600.7. 
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After treatment of the acidic dyestuff solution 
with greendsand for 20 minutes, the total sur-
face area of the peaks present in the original 
dyestuff solution has decreased to 4840.4. The 
surface area reduction is 65.3%. The resulting 
surface is around 538.3. Slightly larger resulting 
surface areas of the peaks in the acidic dyestuff 
solution can be attributed to the decomposition 
of dyes and production of its degradation prod-
ucts (peaks #2, 3 and 7; Table 2). Although the 
decomposition is significant and most likely 
outlines the alcohol degradation, resulting sur-
face peaks are very small. 
However, it is possible that during degradation 
of these components the formed products of 
decompositions at the tested wavelengths have 
little or no absorbance and therefore their de-
tection is impossible. HPLC analysis results 
of the dyestuff solution after shaking with the 
greensand (Table 2) did not differ significant-
ly. Based on the obtained TOC results, we can 
assume that there was a slight mineralization.
Monosaccharides and carboxylic acid are formed 
by oxidation of polyhydric alcohols. Mono-
saccharides are the first oxidation products of 
polyhydric alcohols. All of these compounds 
are very easily oxidized. According to Elmaci 
et al. (2017) nano-manganese ferrite-supported 
manganese oxide catalyst can oxidize benzyl al-
cohol and benzaldehyde without employing any 
oxidizing agent other than the air present in the 
reactor. Similar results were obtained by Massa 
et al. (2012). As demonstrated by Wieland et al. 
(1996) CO2, glycolic acid, and adsorbed CO are 
identified as reaction products for ethylene gly-
col and glycolaldehyde oxidation by platinum. 
According to Giroto et al. (2010) the photo-
degradation of poly-ethylene glycol (PEG) and 
aqueous solutions by means of photo-Fenton 
and H2O2 / UV processes forms acetic, formic 
and glycolic acid.
One f the reasons for a better discolouration of 
a dyestuff solution in acidic media is possibly 
the increase of MnO2 reduction potential. Re-
duction potential of Mn oxides is changed ac-
cording to the Nernst equation:
β-MnO2(s) + 4 H+ → Mn2+(aq) + 2H2O E0(MnO2/Mn2+) = 1.23 V

In accordance with the Nernst equation, pH 
reduction increases the reduction potential 
of Mn oxides. Another reason for a better de-
colourization in an acidic media is the surface 

exchange, protonation / deprotonation of Mn 
oxide with pH. In the common case when the 
surface charge-determining ions are H+/OH-, 
the net surface charge is affected by the pH of 
the liquid in which the solid is submerged. The 
pH (at 25°C) of the isoelectric point for man-
ganese (IV) oxide in water is 4-5. At pH values   
less than 4-5, the surface of MnO2 is positive-
ly charged and in these conditions the attrac-
tive forces between the anionic dye molecules 
and positively charged MnO2 particles surface 
enhance the diffusion of dye molecules from 
the bulk solution to the adsorbent surface. A 
third reason may be protonation of negatively 
charged dye sites, causing hydrophobicity in-
crease of the dye molecules and possibly an eas-
ier degradation of such molecules. A possible 
reason is the fact that pH has an influence on 
the azo-hydrazo equilibrium of azo dyes. Acid-
ic pH favours the hydrazo form (NH), while 
basic pH favours the more stable azo form 
(OH). In magenta dyes this plays an important 
role (Fryberg, 2005).
To establish a pH-dependent flocculation sta-
bility of ink jet dye in this study a pH-adjust-
ed control was prepared. The pH 2 of dyestuff 
solution did not show any evidence of floccula-
tion but after several months discolourization 
of magenta occurred, which was more pro-
nounced under the light.

3.2. Oxidation by ultrasonic irradiation
Figure 4 shows the TOC concentration of the 
dyestuff solution after ultrasonic irradiation. 
TOC concentrations are similar to those ob-
tained by greensand treatment, and a slight de-
crease in concentrations was observed regard-
less to the initial pH value and used power of 
ultrasound. 
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From the absorption spectra of the dyestuff 
solution, a very low reduction of the absorption 
maximum in dyestuff solutions with initial pH 
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5.5 can be seen (Figure 5A) as well as a decrease 
of absorption maximum after the ultrasonic ir-
radiation in acidic solution (Figure 5B). 
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Therefore, the results are very similar to those 
obtained after treatment with greensand. In 
acidic solution, a better decolourization is 
achieved. Table 4 shows the results of HPLC 
analysis. It is evident that after the treatment 
of dyestuff solutions with pH 5.5, the colour 

of the solution is not reduced (the number of 
peaks 6), as confirmed by the spectral absorp-
tion curves. 
Moreover, peaks surface areas were again slight-
ly higher. After processing of dyestuff solution 
with pH 2, peaks # 6 disappear. Decolouration 
efficiency increased in acidic conditions, which 
was probably associated with the effect of pro-
tonation of negative charges in acidic medium 
and the hydrophobic character of the resulting 
molecule which enhanced its reactivity (Wu, 
2013). 
Table 5 shows the share of individual compo-
nent degradation to the relative analyzed peak 
areas in the original dyestuff solution. The 
highest reduction of the peak surface areas was 
obtained for the peaks # 4-5, and 10-17 in the 
neutral and acidic dyestuff solutions (from 75 
to about 95%). Therefore, the degradation ef-
fectiveness of these components is slightly bet-
ter compared to treatment with greensand. The 
remaining components # 18 and 19 degrade in 
a percentage of approximately 55 to 63%, which 
is similar to that obtained after treatment with 
greensand. The total area of   the peaks present 
in the original dyestuff solu t ion decreased at 
high ultrasonic irradiation power of 30 W and 
at pH 5.5 and at pH 2 (10 minutes) as well as 

Table 4

Peak surface areas
Peak No. Retention 

time
/min

Original 
dyestuff 
solution

pH 5.5
P=30W

pH 2 
P=30W

10 min pH 
5.5 P=80W

10 min 
pH 2 
P=80W

10 min 
pH 2 
P=150W

30 min 
pH 5.5
P=150W

1 A 1.3 0 0 197.5 0 244.5 145.8 0
2 D 2.05 0 93.5 104.1 0 103.4 62.2 0
3 D 3.1 0 41.5 64.1 118.1 13.5 53.4 23.9
4 I 3.8 26.5 0 0 88 0 11.3 13.1
5 I 4.7 649 0 0 47.6 0 10.8 0
6 I (D) 11.9 115.6 119.9 0 124 0 0 120.3
7 D 16.4 0 35.6 0 26.6 36.1 44.7 38,7
8 D 23.5 0 300.2 350.6 306.6 316 322 320.9
9 D 24.5 0 0 51.4 28.3 28.9 29.2 29.9
10 I 25.4 137.1 49.8 49.4 49.9 54.2 52 65.0
11 I 26.5 1162 436.1 374.1 377 356.9 364.6 389.4
12 I 27.1 60.5 0 0 25 26.1 26.6 26.7
13 I 27.7 60.9 0 0 24.3 25 25.2 24.7
14 I 28.5 292 97.5 94.6 102 104 107.6 105.2
15 I 29.1 862.2 193.4 257.4 201.8 206.7 211.3 209.0
16 I 29.5 931.7 0 0 48.8 50.5 51.8 51
17 I 31.5 891.2 130.8 51.6 133 136.2 131.1 126.9
18 I 35.5 5705.5 2286.5 2299.8 2349.6 2350.6 2568.7 2500.2
19 I 38.7 3054.2 1136 1140.7 1152.5 1141.7 1136.5 1142.8
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at pH 2 dyestuff solution under irradiation 
power of 80 W (10 minutes). The surfaces were 
reduced to 4450, 4267.6 and 4452 (by 68, 69.4 
and 68%, respectively). In other cases, the re-
duction of the peak surface areas is about 66%. 
The resulting surfaces formed during degrada-
tion in acidic solutions were 3.6% (10 min, P = 
80 W) to 4% (10 min, P = 30 W), while in pH 
5.5 the dyestuff solutions were in a range from 
2.7% (30 min, P = 150 W) to 3.4% (10 min, P = 
80 W). Somewhat larger resulting peak surface 
areas in acidic solution can be again attributed 
to the degradation of dyes and the formation of 
its degradation products.

4. Conclusions
Greensand has been proved as an oxidant with 
similar effectiveness compared to ultrasonic 
irradiation. In all the tested dyestuff solutions, 
regardless to the initial pH value, the oxidation 
of the polyhydric alcohols occurs. During the 
oxidation of polyhydric alcohols monosac-
charides, carboxylic acids and other smaller 
molecules with few double bonds are probably 
formed. These compounds have lower UV ab-
sorbance or they absorbe at wavelengths below 
200 nm, which is very difficult to record because 
usually the mobile phase absorbs in this area, 
too. In neutral solutions a poor decolourization 
is present, which can be improved by acidifi-
cation. Organic molecules which are coloured 
and absorb in the VIS electromagnetic spectral 
range have an expanded system of delocalized 

π electrons. Aromatic rings do not react easily 
without a catalyst and UV radiation. Thus, the 
cleavage of azo molecules probably occurs be-
tween two nitrogen atoms resulting in products 
with a different retention time and absorbance. 
Hence, the pH value is very important in inkjet 
water-based printing inks because it can signif-
icantly affect the stability of dyes. 
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Abstract
This paper presents a novel highly directive ultra-wide band antenna for using in microwave imaging systems. 
Defected Ground Structure (DGS) is incorporated in the top and side of the ground plane to enhance the band-
width impedance matching. Subsequently, for the further improvement in the bandwidth, gain and directivity 
staircase slot and square slot is etched at the bottom and top edge of the square patch plane. The low-frequency 
performance of the proposed antenna can be achieved by adjusting the gap between the ground and patch 
plane. The proposed microstrip antenna is fabricated on a Flame Retardant (FR4) plate of laminate substrate 
with dielectric constant of 4.3. The result shows that a directivity of 2.2-8.4dBi is achieved across a bandwidth 
from 1.43-8.92GHz. Furthermore, gain, directivity, radiation pattern characteristic and reflection coefficient 
have also been analyzed at the different resonant frequency.
Keywords: Microstrip antenna, microwave imaging systems, ultra-wideband. 
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1. Introduction
Nowadays, microwave imaging system is large-
ly applied for medical imaging applications like 
breast cancer detection, lung cancer detection, 
detect the damaged brain tissue and brain tu-
mor detection etc. [1-5]. Generally, this imag-
ing system is assembled by a planar rectangular 
or circular cylindrical microwave antenna ar-
ray for detecting tumor tissue. Usually, for mi-
crowave imaging application ultra-wideband 
signal is used which has high resolution and 
penetration characteristics. 
In microwave imaging system, highly direc-
tional and ultra-wideband antennas are com-
monly used to transmit and receive the pulse. 
These pulses are transmitted into the breast tis-
sues using a single antenna or array of antenna. 
The tumor is detected in the breast tissue on 
the basis of the considerable dielectric contrast 
between normal and malignant tissue. High 
scattering of electromagnetic signal produced 
in the tumor tissue due to the difference in the 

dielectric properties such as permittivity and 
conductivity. 
Ultra-wideband (UWB) system can operate in 
very large bandwidth range by using the signals 
in short pulse duration. This very short pulse du-
ration of the UWB signal makes it enhanced in 
spatial resolution and short-range competency. 
Thus when the signal is applied in radar-based 
microwave imaging application; the increase in 
bandwidth really allows the UWB radar imaging 
system to obtain more facts about the targets. The 
down-range resolution is associated to the wave-
length of the pulse [6]. Usually, the UWB pulse is 
in 1 ns of pulse period, which is equal to 30cm of 
wavelength in free space, so that the down-range 
resolution is 15 cm. For traditional narrow band 
radar imaging system, the pulse duration is 1 μs, is 
equal to 300 m of wavelength in free space, there-
fore the down-rage resolution is 150m. Clearly, 
the reduction of the pulse duration increases the 
down-range resolution. In the meantime, if the 
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wavelength of the pulse is larger than the size of 
the tumor, then the return signal will provide little 
information about the target [7-8].
There are two approaches for microwave im-
age namely, microwave tomography [9] and ra-
dar-based microwave imaging [10-11]. In the 
radar-based technique, breast is illuminated by 
a microwave transmitter and the scattered waves 
are received by the receiver and then reconstruct-
ed into an image. In tomography, the received 
scattered waves are examined to reconstruct the 
permittivity distribution of the breast tissues. Ab-
solutely in microwave imaging process, the anten-
na is the key part to radiate and receives signals to 
or from neighboring scattered objects. 
A number of designs of ultra-wide band antenna 
have been proposed to image the breast tissue us-
ing microwave imaging systems [12-17]. T-slots 
are placed in the corner of the parabolic ground 
plane with an elliptical slot in the circular patch 
have been established for microwave breast can-
cer imaging [12]. A circular disc with L-shape 
ground plane is proposed for UWB microwave 
imaging system which has unidirectional radia-
tion pattern [13]. Two semi-elliptical-ended arms 
with shorting bride configuration are proposed 
for microwave imaging system [14]. An expo-
nentially tapered Vivaldi antenna with corruga-
tions at the edges of the flaring unit is presented 
for cancer detection system [15]. Further, rotated 
E-shaped slot [16] and L-shaped slot [17] in the 
ground plane with square shaped radiating patch 
is presented for UWB breast cancer detection. 
The above-reported microstrip antennas [12-
17], demands for UWB microwave imaging 
systems have the bandwidth at high frequency 
(>3GHz) and also the directivity is not in the 
acceptable level. 
Generally, in microwave imaging system, the res-
olution is improved for the high frequency of op-
eration but penetration energy is reduced. Hence 
there exists a trade-off between the energy of pen-
etration and resolution of the image. Therefore, to 
increase the penetration depth and to decrease 
the attenuation of the transmitted microwave 
wave signal, the designated antenna should have 
ultra-wideband. Likewise, to localize the tumor in 
the particular location high directional antenna is 
essential. High frequencies are highly essential for 
detecting the tumor at the skin level; whereas low 
frequencies are more effective in detecting the 

tumor at a deeper level [18, 19]. This motivates a 
new directional UWB antenna. 
To improve the above constrictions, this paper 
introduces a new directional UWB antenna with 
staircase and square slot which is etched at the 
bottom and top edge of the square patch plane, 
that has a low frequency of operation 1.43GHz, 
with acceptable directivity, and easier to fabricate. 
In section II, the configurations of the proposed 
antennas are discussed. In section III, simula-
tion result such as reflection coefficient, gain, 
directivity, radiation pattern and current dis-
tribution is discussed. In section IV, measured 
result of the proposed antenna is discussed.

2. Antenna design
The antenna presented in this paper is to be used 
in a microwave breast imaging system, which 
may include a three-dimensional (3D) array of 
the proposed UWB antennas. In a multi-static 
configuration, each element of the array takes a 
turn to transmit a microwave signal while the 
rest of the elements receive the backscatter sig-
nals. This process is repeated until all antennas 
in the array have been used for transmission. 
Eventually, 3D or 2D images could be formed 
by analyzing the backscatter data [20, 21].
Fig. 1(a) shows the front view of the square an-
tenna, with the slot of different dimensions in 
the top and bottom of the patch plane. Different 
efforts are made in the antenna configuration 
to improve the bandwidth. First, stair steps are 
made at the bottom of the radiating patch. Sub-
sequently, square shaped slots are etched at the 
top of the patch plane. Secondly, to improve the 
return loss and widening the fringing fields, two 
slots of width 2.25mm is etched at the side of the 
ground plane as shown in fig.1 (b).To increase 
the bandwidth further a rectangular slot was 
engraved in the top of the ground plane with a 
length of 1mm and width of 10mm. The ground 
plane length is 25.7mm from the feed line.
The antenna is fabricated on an FR4 substrate 
with a relative permittivity of 4.3 and a thick-
ness of 1.6 mm. The feed line has a width of 3.1 
mm, which ensures that the antenna is matched 
to a 50 Ω impedance source. The complete size 
of the antenna is 63mm x 72mm x 1.6mm. The 
lower frequency of operation [22] is calculated 
using the following equation:
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   (1)

Where, L is the length of the patch
g is the gap between patch and ground plane.

(a) (b)

Fig. 1 configuration (a) Top view (b) Bottom view

To examine the different antenna properties such 
as the reflection coefficient, gain, directivity and 
radiation patterns, the software Computer Sim-
ulation Technology (CST) is employed. CST is a 
professional tool for the 3D electromagnetic sim-
ulations of high-frequency devices such as differ-
ent types of antennas, resonator, filters, couplers, 
etc. Transient Solver is used to performing the 
analysis of the different antenna parameters.

3. Results and discussion
In the following section, the simulated proper-
ties of the proposed antenna such as reflection 
coefficient, gain, directivity, surface current 
and radiation pattern of the proposed antenna 
are explained in detail.

Reflection coefficient

Fig. 2 Simulated reflection coefficient curve of the 
proposed antenna

The reflection coefficient characteristics of the 
proposed UWB directional antennas are shown 
in fig. 2. It is observed from the figure that the 
proposed antenna covers the bandwidth from 
1.43GHz to 8.92GHz which indicates the better 
impedance matching between the transmission 
line and antenna.. It is observed that three dif-
ferent resonant frequencies occur at 1.67GHz, 
6GHz, and 8.25GHz. It is observed that very 
low frequency (<1.5GHz) is obtained in the 
proposed antenna which is very useful for deep 
penetration in microwave imaging application. 

Gain and Directivity
The gain variation plot of the proposed antenna 
is shown in fig. 3. It is observed that the maxi-
mum gain 6.06dB occurs at 6.4GHz. The direc-
tivity of the proposed antenna with respect to 
frequency is shown in fig. 4. It is noticed that 
directivity increases as the frequency increases 
and the maximum directivity 8.37dB are ob-
tained at a frequency of 9.8GHz.

Fig. 3 Simulated gain of the proposed antenna

Fig. 4 Simulated directivity of the proposed antenna
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Radiation pattern
The simulated radiation patterns in x-z plane 
(H-plane) and x-y plane (E-plane) at different 
frequencies is shown in Fig. 5. The main aim 
of the radiation patterns is to illuminate the 
antenna actually radiates the electromagnetic 
signal over a wide range of frequency band. 
In 3D Radiation Pattern, the entire field distri-
bution with respect to a spherical coordinate 
system (x,y,z) is analyzed. Whereas in 2D Radi-
ation Pattern, cutting a plane at the center eval-
uate the rectangular coordinate system. The 
H-plane radiation pattern is roughly in dumb-
bell shape, whereas the pattern in the E-plane is 
butterfly as expected. As frequency is increased 
the main lobe is becoming more and more di-
rective and it is narrower with an increase in 
the number of side lobes. The side lobes have 
increased in number with a corresponding 
decrease in their magnitude levels. The direc-
tions of the lobes also change with frequency, 
increasing in elevation. 

H-Plane E-Plane

 
(a)

H-Plane E-Plane

 
(b)

Fig. 5 Simulated radiation pattern of antenna. (a) 
5.5GHz and (b) 8GHz

The 3-D radiation pattern of the modified 
square antenna structure is shown in Fig.6.It 
is noted that the antenna’s behavior is same as 
an omnidirectional antenna in the frequency 
range below 3.4GHz. The 3-D radiation pattern 
at 1.4GHz and 2GHz is shown in fig. 6 (a) and 
fig. 6 (b). The antenna behaves like direction-
al and high gain antenna above 3.4GHz. The 
3-D radiation pattern at 5.5GHz and 8GHz is 

shown in fig. 6 (c) and fig. 6(d). The antenna 
has high gain and directivity at 5.5GHz while 
some distortion and low gain at 8GHz. 
In order to penetrate through the body a nar-
row pulse is transmitted from a UWB antenna. 
When the pulse propagates through different 
layers of tissues, reflections and scattering of 
signal will occur at the interfaces. A specific 
interest is in the scattered signal from a small 
sized tissue signifying a tumor. The reflected 
and scattered signals from the breast tissue can 
be collected by using a UWB antenna, or array 
of antennas, and used to map different layers 
of the body. For an exact imaging system with 
high resolution, the transmitting/receiving 
UWB antenna should be highly directional. 

(a) (b)

   

 (c) (d)

Fig. 6 3-D radiation pattern (a)1.4GHz, (b)2GHz (c) 
5.5GHz and (d) 8GHz

Surface current
The distribution of current due to simulation 
surface of the designed patch antennas with mi-
crostrip feed line are shown in fig.7 at different 
resonating frequency of 2.5GHz, 5.5 GHz and 
7.5GHz. The flow of Current is visible along 
the entire surface of the antenna. Distribution 
of the current is shown for different frequen-
cies such as 5.5 GHz, 7.5GHz, and 3.5GHz. The 
simulated results show that the antenna surface 
current distributed mainly on the edge of the 
metal patch. The operating frequency of the 
antenna can be reduced by increasing the path 
length of antenna surface current. There are two 
ways to increase the path length: increasing the 
length and width of the metal patch and cutting 
the edges of the patch plane. As the frequency 
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of operation increases more amount of current 
flows through the surface of the antenna.

 

(f=2.5GHz)

 

(f=5.5GHz)

 

(f=7.5GHz)

Fig. 7 surface current of the proposed antenna

4. Fabrication and Measurements
The fabricated antenna is shown in fig. 8. The 
antenna is fabricated with a height of 1.6mm 
using a FR4 substrate with 35µm metallization 
thickness. An SMA connector is soldered at the 
end of the feed line. The measurement is tak-
en using Vector Network Analyzer having the 
maximum measurable frequency of 20GHz. 

 

Fig. 8 Photograph of the fabricated antenna

Fig. 9 shows the comparison of measured and 
simulated reflection coefficient of the designed 
antenna.The fig.9 shows that there is a good 
correlation between the simulated and meas-
ured result. 

Fig. 9 Measured and simulated reflection coefficient 

5. Conclusion
A stripline feed with staircase UWB directional 
antenna is presented, showing good measured 
performances over a wide range of bandwidth. 
The reported antenna faces the impedance 
bandwidth from 1.43GHz to 8.92GHz. The 
maximum gain of the proposed antenna is 
6.06dB. It is also observed that directivity in-
creases as the frequency increases and the max-
imum directivity 8.37dB are obtained at a fre-
quency of 9.8GHz. The radiation pattern, sur-
face current, and VSWR have ensured that the 
proposed antenna would be a promising can-
didate for a UWB microwave imaging system.
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