SOLVING CONVEX AND NON-CONVEX STATIC AND DYNAMIC ECONOMIC DISPATCH PROBLEMS USING HYBRID PARTICLE MULTI-SWARM OPTIMIZATION

Aamir Nawaz, Ehtasham Mustafa, Nasir Saleem, Muhammad Irfan Khattak, Muhammad Shafi, Abdul Malik

Introduction

Economic Load Dispatch (ELD) problem is a classical form of optimization problems and has been one of the most important decision-making processes in the operation of electrical power systems. The total system-wide generation cost is generally defined as the objective function of ELD problem. The equality and inequality power system constraints are embedded in ELD formulation, such as power balance and generation limits of each generating unit’s output capacity. ELD problem has been thought of as a mathematically complex and highly nonlinear optimization problem, especially in larger systems. For many decades, many algorithms have been presented to solve the optimization problem of ELD. First, conventional deterministic approaches which resort to mathematical gradient information have been developed to obtain the minimum cost of ELD problem. To overcome the limitations of those deterministic algorithms in real system applications which are basically associated with the simplification of mathematical formulation, a variety of evolutionary frameworks that employ meta-heuristic computational intelligence have explored their capabilities to search optimal solution of ELD problem.

Non-convexity in real generating systems is due to valve point effects. Moreover, generating system’s constraints such as prohibited operating zones and ramp rate limits increases the complexity of the ELD problems. In previous years, as an alternative to the conventional mathematical approaches, different heuristic methods have been implemented on ELD problem such as Differential Evolution [1], Evolutionary Programming [2], Genetic Algorithm [3, 4], Firefly Algorithm [5, 6], Harmony Search Algorithm [6, 7], Artificial Bee Colony [8], Bacterial Foraging Optimization [5, 9, 10], Simulated Annealing [6, 11] and Particle Swarm Optimization [8, 11-13] etc.

Rania in [4], has compared Particle Swarm Optimization (PSO) with Genetic Algorithm (GA). Both PSO and GA are tested on different benchmark test problems and space system design problems to show their effectiveness. Results show that PSO has greater computational efficiency than GA. In [14], Jinho proposed a memetic algorithm scheme in which he combined meta-heuristic algorithm and gradient based technique in order to find better solutions of Economic Dispatch (ED) problem involving valve point loading effect. The strengths of meta-heuristic algorithms in global optimization and gradient based methods in local optimization have been combined. Results are evident that this hybrid technique outperforms any other single approach in literature.

Karthikeyan [11] has proposed hybridize model of PSO with Simulated Annealing (SA) to solve economic dispatch problem. Updating the velocity of PSO and SA
operator judgment are two major parameters of this hybrid algorithm. Results have been improved using this hybrid algorithm. Manoharan in [2], has proposed Evolutionary Programming with Leven-Marquardt optimization for solving multi area economic dispatch with multiple fuel options. Further, he has used test systems with multi-area and multi-fuel options. Comparison of this proposed algorithm has been accomplished with Incremental Network Flow Programming and Spatial Dynamic Programming. Evaluation of algorithm has shown more optimal results than others in literature.

Augmented Lagrangian Particle Swarm Optimization (ALPSO) has been proposed by Vinod in [13]. This algorithm has been tested on 3 units test system with different loads. Results have shown the proficiency of ALPSO over other algorithms. In [15], Kim has proposed Improved Mean Variance optimization with Kuhn-Tucker conditions and swap process (KMVO), for solving ED problems with valve point loading effects. Different non-convex ED problems have been tested on this algorithm such as with prohibited operating zones, multi-fuels options and transmission network losses.

Combined Economic and Emission Dispatch (CEED) problem has been solved using hybrid algorithm by Manteaw [8], Hybrid algorithm includes Artificial Bee Colony (ABC) and PSO whose results are compared with previous algorithm in literature. CEED solution has been provided using Gravitational Search Algorithm (GSA) by Güvenç [16]. This algorithm has been applied on bi-objective function to minimize economic and emission dispatch. Robustness and effectiveness of the proposed approach has been validated by applying it on different test systems.

Ashfaq in [17], has proposed a linear programming modified methodology for solving ELD problems. Comparison with other techniques in literature has shown proficiency of this algorithm. Lee has proposed an improved GA called Quantum Genetic Algorithm (QGA) in [3], for solving economic dispatch algorithm with tie line constraints and has also included the case of wind power generation. After comparing it with previous techniques, it has been proved to be the best among those algorithms.

Seeker Optimization Algorithm (SOA) has been proposed by Shaw in [18], for solving ED problems. SOA was inspired from human search capabilities. This algorithm has outperformed other techniques in literature, for solving non-convex constrained ED problems. Bisen in [19], has provided a comparative exploration of Quadratic Programming (QP) and General Algebraic Modelling System (GAMS) for solving ED problems. Robustness of proposed algorithm has been supported by experimental results of different test systems.

All these latest techniques performed well in optimizing ED problems but the proposed technique is aimed to outclass these techniques and can be used for more optimal generation of thermal units in power systems. The proposed hybrid technique has been prepared by Wang [20] for solving multi-modal complex optimization problems with constraints. In this paper, this technique has been utilized for solving complex ED problems with constraints.

This paper is organized as follows. Section 2 includes ED problem formulation with its constraints. Section 3 includes overview of PSO and Differential Algorithm (DE). Section 4 contains working philosophy of proposed hybrid technique. Section 5 includes results and discussion. Section 6 includes the conclusion of this research.

2 Problem formulation

2.1 Economic Dispatch with and without valve point loading

Economic dispatch problem can be subdivided into two categories on the basis of fuel cost function. One is called Convex problem while the other is called Non-Convex problem. In Convex problem, no valve point effects are considered and fuel cost function is quadratic function of generator coefficients as given in equation:

\[ F_c = \sum_{i=1}^{ng} \alpha_i P_i^2 + \beta_i P_i + \gamma_i \]  

(1)

However, due to steam valve openings, non-convexity appears in fuel cost function which is modelled in equation as given below:

\[ F_c = \sum_{i=1}^{ng} \alpha_i P_i^2 + \beta_i P_i + \gamma_i + \epsilon_i \sin(f_i(P_i^{min} - P_i)) \]  

(2)

\[ P_i^{min} \leq P_i \leq P_i^{max} \]  

(3)

Furthermore, it is required to maintain power generation and demand at the same level. For this the following equality constraints must be satisfied.

\[ \sum_{i=1}^{ng} P_i = P_D + P_L \]  

(4)

\[ P_L = \sum_{i=1}^{ng} \sum_{j=1}^{ng} P_{ij} B_{ij} P_i + B_{i0} P_j + B_{00} \]  

(5)

2.2 Static and Dynamic Economic Dispatch

In Static Economic Dispatch (SED), data of convex or non-convex test system for only particular hour has been taken. Therefore, this type of case study reveals results for particular demand for particular time. So, data of generator coefficients, transmission line coefficients, and total demand is required for evaluation of particular method for test systems.

In Dynamic Economic Dispatch (SED), data of convex or non-convex test systems are to be considered for 24 hours demand of systems. Therefore, data of generator coefficients, transmission line coefficients, total demand, ramp rate limits and prohibited operating zones, is required for systems statistical evaluation for particular technique.

Ramp rate limits are due to operational range of generator when load is increased or decreased. There operational possibilities are represented by inequalities constraints in Dynamic ED problem as given below:
where \( UR_i \) represents upper ramp rate limit of generators when generation has to be increased due to increase in load and \( P^0_i \) is previous generation of each generator.

\[
P^0_i - P_i \geq DR_i
\]  

(7)

where \( DR_i \) represents down ramp rate limit of generators when generation has to be decreased due to decrease in load and \( P^0_i \) is previous generation of each generator.

Generalized expression for upper and down ramp rate limits for all generating units while not exceeding upper and lower limits of generator capacity limits, is given as:

\[
\max(P_{\text{min}}, P^0_i - DR_i) \leq P_i \leq \min(P_{\text{max}}, P^0_i + UR_i),
\]

\[
i = 1, 2, 3, ..., n_g , \quad t = 1, 2, 3, ..., T
\]  

(8)

where \( P^0_i \) is previous hour generation of the \( i \)th generator and \( P_i \) is present hour generation of the \( i \)th generator.

There can be one or more operating zones of generator where steam valves and auxiliary equipment generate vibrations, causing unstable and unreliable operation. These generation zones of generator are called Prohibited operating zones. These zones can be represented by inequality constraints of generating units as given below:

\[
P_{\text{min}} \leq P^t_i \leq P^0_i
\]

\[
P^t_{i,r-1} \leq P_i \leq P^t_{i,r}
\]

\[
P^t_{i,m} \leq P_i \leq P^t_{i,\text{max}} , \quad r = 2, 3, ..., m
\]  

(9)

All above mentioned constraints make DED problem more complex and difficult to optimize. In this paper, such problems are solved to evaluate performance of proposed algorithm.

3 Overview of PSO and DE

3.1 Particle Swarm Optimization

Particle Swarm Optimization is a global optimization algorithm which uses stochastic and population-based search approach for finding solution. In 1995, James Kennedy and Russel C. Eberhart [21] have described PSO algorithm. This algorithm is inspired by movements of flock of birds. Each bird is called a particle which is considered as potential solution. A certain problem called fitness function, is given to evaluate its solution. Main strength of PSO lies in communication network created between particles which share information of their region to find optimal solution. Each particle keeps track of its previous points through which it has passed. Furthermore, particle best of each particle is stored to avoid non-optimal points.

Each particle has three \( N \)-dimensional vectors included which will be updated every time with position of particle. Here, \( N \) is dimension of search space while current position \((x_i)\), previous best solution \((p_i)\), and velocity of particle \((v_i)\) are three vectors evaluated for each particle.

At the \( t \)th generation, current position and velocity of the \( i \)th particle can be represented as \( x^t_i = (x^t_{i,1}, x^t_{i,2}, ..., x^t_{i,n}) \) and \( v^t_i = (v^t_{i,1}, v^t_{i,2}, ..., v^t_{i,n}) \) respectively. However, best local position of each particle \((pbest)\) and global best position of the whole swarm \((gbest)\) can be represented as \( pbest^t_i = (pbest^t_{i,1}, pbest^t_{i,2}, ..., pbest^t_{i,n}) \) and \( gbest^t = (gbest^t_1, gbest^t_2, ..., gbest^t_n) \) respectively.

In every generation, these vectors are updated by equations given below:

\[
v^t_{i,j} = w v^t_{i,j} + kr \left( pbest^t_{i,j} - x^t_{i,j} \right) + kr_2 \left( gbest^t - x^t_{i,j} \right)
\]

\[
x^t_{i,j} = x^t_{i,j} + v^t_{i,j}
\]  

(10)

where \( w \) represents weight for avoiding divergence, \( j \) is representing \( n \)-dimensional vector, \( k \) represents acceleration coefficient and \( r_1 \) and \( r_2 \) are random numbers in range \([0,1]\).

Wang in [20], has replaced velocity Eq. (10) with Eq. (12) because randomness in certain limit increases convergence of PSO. Equation is given below:

\[
v^t_{i,j} = r \left( pbest^t_{i,j} - x^t_{i,j} \right) + Rand_2 \left( gbest^t - x^t_{i,j} \right)
\]  

(12)

where \( r \) and \( Rand_1 \) and \( Rand_2 \) are positive random numbers.

3.2 Differential Evolution

Differential evolution is a population based stochastic evolutionary algorithm for global optimization. DE attractiveness lies in its simplicity and powerful features for numerical optimization. DE uses perturbing vectors as in Nelder Mead operators which makes it different from genetic algorithm. DE was proposed by Storn and Price [22] in 1995. There are three basic operators of DE which are crossover, selection and mutation.

DE initializes a population consisting of \( N \)-dimensional vectors as given below:

\[
\eta^t_i = \left\{ x^t_{i,1}, x^t_{i,2}, ..., x^t_{i,n} \right\} , \quad i = 1, 2, ..., N
\]  

(13)

where \( t \) denotes generation of population and \( \eta^t_i \) is the target vector. Each of \( N \) vectors undergoes three (3) different operations such as mutation, crossover and selection. There are different versions of DE but “DE/rand/1/bin” is considered the best of all versions.

In mutation operation, vectors are randomly selected for mutation. At the \( t \)th generation, three vectors \( x_i, x_o \) and \( x_n \) are mutated to form a mutant vector \( \eta^t_i \) by using the following equations:

\[
x^t_{i,j} = x^t_{o,j} + \eta^t_{i,j} - x^t_{n,j}
\]  

(14)

\[
x^t_{i,j} = x^t_{i,j} + \alpha \cdot \left( x^t_{o,j} - x^t_{n,j} \right)
\]  

(15)

\[
x^t_{i,j} = x^t_{i,j} + \beta \cdot \left( x^t_{o,j} - x^t_{n,j} \right)
\]  

(16)

\[
x^t_{i,j} = x^t_{i,j} + \gamma \cdot \left( x^t_{o,j} - x^t_{n,j} \right)
\]  

(17)

where \( \alpha, \beta, \gamma \) are positive random numbers.
\[ v_i = x_i + F (x_i - x_j) \]  

(14)

where \( F \) is a weighted difference function of two vectors. In crossover operation, crossover vector \( u_{ij}^{t} \) is formed by using binomial crossover operation on elements of target vector \( x_i^{t} \) and mutant vector \( v_i^{t} \) as given below:

\[
u_{ij}^{t} = \begin{cases} v_{ij}^{t}, & \text{if } rand < C_r \text{ or } j = j_{rand} \\ x_{ij}^{t}, & \text{otherwise,} \end{cases}\]

(15)

where \( i = 1,2,\ldots,N, \quad j = 1,2,\ldots,n, \quad j_{rand} \) and \( rand \) are randomly chosen integers within range \([1,n]\) and the \( j^{th} \) evaluation of uniform random generator and \( C_r \in (0,1) \).

In selection procedure, objective function values of crossover vector \( v_{ij}^{t} \) and target vector \( x_{ij}^{t} \) are compared and optimal value is selected to be included in next generation.

\[
x_{ij}^{t+1} = \begin{cases} v_{ij}^{t}, & \text{if } f(v_{ij}^{t}) \leq f(x_{ij}^{t}) \\ x_{ij}^{t}, & \text{otherwise,} \end{cases}\]

(16)

The process of mutation, crossover and selection continues until some stop criteria is reached. Furthermore, scaling factor \( F \), population size \( N \) and crossover constant \( C_r \) are three parameters used to control convergence of DE.

4 Hybrid Technique HPMSO-DE

This paper proposes a new hybrid technique called Hybrid Particle Multi-Swarm Optimization (HPMSO) for solving economic dispatch problem. In this hybrid technique, modified version of PSO is used along with differential evolution. The strategy of this hybrid approach lies in using multiple swarms to search for optimal solution. Two types of swarms have been taken into account; one is main swarm while the other is sub-swarm. Multiple Sub-swarm is produced by taking population of neighbours. Each sub-swarm has its local best and each particle has its personal best. Therefore, equations 11 and 12 can be written as:

\[
u_{ij}^{t} = \begin{cases} \text{rand}\{pbest_{i,j}^{t} - x_{i,j}^{t}\}, & \text{if } \text{rand} < C_r \text{ or } j = j_{rand} \\ x_{ij}^{t}, & \text{otherwise,} \end{cases}\]

(17)

\[
x_{ij}^{t+1} = x_{ij}^{t} + v_{ij}^{t+1}\]

(18)

where \( \text{best} \) is local best of each sub-swarm.

In each generation of HPMSO, different procedures take place such as splitting of main swarm, evolution of sub-swarm and selection of personal best using DE.

Figure 1 shows general framework of HPMSO algorithm. Random swarm is initialized of \( N \) particles and generation cost \( f \) and constraint violation \( G \) is calculated. Furthermore, swarm is partitioned and local bests in sub-swarms and personal bests of each particle are updated till termination criteria.

<table>
<thead>
<tr>
<th>Algorithm: general framework of HPMSO</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
</tr>
<tr>
<td><strong>Step 4</strong></td>
</tr>
<tr>
<td><strong>Step 5</strong></td>
</tr>
<tr>
<td><strong>Step 6</strong></td>
</tr>
<tr>
<td><strong>Step 7</strong></td>
</tr>
<tr>
<td><strong>Step 8</strong></td>
</tr>
<tr>
<td><strong>Step 9</strong></td>
</tr>
</tbody>
</table>

Fig. 2 shows pseudo code for partitioning of swarm and evolution of sub-swarm. This algorithm initializes swarm and sorts the swarm according to generation cost of feasible solutions. Moreover, swarm is partitioned into sub-swarms. Local best of each sub-swarm and personal best of each particle is updated. First particle of each sub-swarm is selected as local best particle of sub-swarm. If other particles of sub-swarm are very close to local best, learning will not improve results significantly.

Further, all sub-swarms are evolved using Eqs. (17) and (18). All sub-swarms are built-up in different regions of search space and local best is the best particle of each sub-swarm, so every particle must follow trajectory towards local best. In this way, multiple local optima can be explored to develop diversity in swarm which will have a significant effect on finding global optima.

In the course of finding global optima, variable value \( x_{ij}^{t+1} \) can violate boundary constraints. To satisfy this constraint, the following equation will be used:

\[
x_{ij}^{t+1} = \begin{cases} 0.5 (x_{ij}^t + L_j) & \text{if } x_{ij}^t < L_j \\ 0.5 (x_{ij}^t + U_j) & \text{if } x_{ij}^t > U_j \end{cases}
\]

(19)

Fig. 3 shows the algorithm of updating personal best on the basis of generation cost and least constraint violation by Differential Evolution algorithm. DE is used for improving global search capability of multi-swarm. DE is applied to improve personal best \( P_{best_i} \) of each particle. DE has used mutation operator to explore
different regions of search space where swarm has not reach in evolution process. So, local best can be moved to such potential regions of search space where chance of global optima existence increases.

In DE, crossover vector $u^i_{ij}$ must satisfy boundary constraints. Therefore, the following equation is used to take care of boundary conditions:

$$u^i_{ij} = \begin{cases} L_j, & \text{if } (p \leq 0.5) \land (u^i_{ij} < L_j) \\ U_j, & \text{if } (p \leq 0.5) \land (u^i_{ij} > U_j) \\ 2L_j - u^i_{ij}, & \text{if } (p > 0.5) \land (u^i_{ij} < L_j) \\ 2U_j - u^i_{ij}, & \text{if } (p > 0.5) \land (u^i_{ij} > U_j) \end{cases}$$

(20)

where $p$ is uniformly distributed number in range [0,1].

**Algorithm for splitting of swarm and evolution of sub-swarm**

**Input Arguments:** $P = \{P_1, \ldots, P_N\}, P' = \phi, P_{best} = \{p_{best}^1, \ldots, p_{best}^N\}, P_{best}' = \phi$

**Step 1** $k = 0$;

**Step 2** sorting of swarm i) feasible and infeasible solutions are separated ii) On the basis of generation cost values, feasible solutions are sorted in ascending order iii) On the basis of degree of total generation constraint violation, infeasible solutions are sorted in ascending order

**Step 3** while $k < (N/N_s)$ do

**Step 4** $S_1 =$ first particle in sub-swarm;

**Step 5** find out $(N_s - 1)$ particles with the largest Euclidean distance from $S_1$ which are denoted as $S_2, \ldots, S_{N_s}$

**Step 6** let $M_1 = \{S_1, \ldots, S_{N_s}\}$ and personal bests of $S_i$ are represented as $p_{best}^i, \ldots, p_{best}^{N_s}$, let $M_2 = \{p_{best}^1, \ldots, p_{best}^{N_s}\}$;

**Step 7** $P = P \setminus M_1$ and $P_{best} \setminus M_2$;

**Step 8** For each particle of set $M_i$, update position of $S_i$ and $v_i$ as given below;

for $j = 1:n$

$v_{i,j} = \text{rand}(v_{S_{best},j} - S_{i,j}) + \text{rand}(p_{best},j - S_{i,j})$;

$S_{i,j} = S_{i,j} + v_{i,j}$;

end for

**Step 9** Calculate generation cost $f(S_i)$ and total generation constraint violation $G(S_i)$ for $i = 1, 2, \ldots, N_s$. Compare $S_i$ and $S_{best}$, if $S_i$ wins, then update $S_{best}$.

**Step 10** $P' = P' \cup M_1$ and $P_{best}' = P_{best}' \cup M_2$;

**Step 11** $k = k + 1$;

**Step 12** end while

**Step 13** $P' = P' \cup P$ and $P_{best}' = P_{best}' \cup P_{best}$;

**Output:** $P'$ and $P_{best}'$.

**Figure 2** Algorithm for partitioning and evolution of sub-swarm

**Algorithm:** updating best personal best on the basis of best generation cost and least constraint violation by DE

**Input:** $P_{best} = \{p_{best}^1, \ldots, p_{best}^N\}$

**Step 1** for $i = 1:N$

**Step 2** select three numbers $r_1, r_2$ and $r_3$ randomly from range $[1,N]$

**Step 3** $v_i = P_{best}^i + F(P_{best}^2 - P_{best}^3)$

**Step 4** for $j = 1:n$

$u_{i,j} = \begin{cases} v_{i,j}, & \text{if } \text{rand}_j \leq C_r \text{ or } j = J_{rand} \\ x_{i,j}, & \text{otherwise} \end{cases}$

**Step 6** end for

**Step 7** Compare $u_i$ and $p_{best}^i$ based on constraint violation check, if $u_i$ wins, then update $p_{best}^i$

**Step 8** end for

**Output:** $P_{best}$

**Figure 3** Algorithm for updating PSO particles using DE
5 Experimental analysis

5.1 Test systems

An extensive empirical study has been performed using different test systems for Static and Dynamic Economic Dispatch problems. Furthermore, test systems with and without valve point effects have been taken into account.

SED problems without valve point effects are 3-Machine Test System with No Losses (3-MTSNL), 6-Machine Test System with Losses (6-MTSL) and 20-Machine Test System with Losses (20-MTSL) while with valve point effects are 3-Machine Test System with Losses (3-MTSL), 13-Machine Test System with No Losses (13-MTSNL) and 40-Machine Test System with No Losses (40-MTSNL).

DED problems without valve point effects are 3-Machine Test System with No Losses (3-MTSNL) while with valve point effects are 5-Machine Test System with Losses (5-MTSL).

All these case studies have been carried out on platform of INTEL CORE i5, 2.50 GHz, 4 GB memory while the proposed algorithm has been developed in MATLAB r2011a.

5.2 Parameter setting

In our case studies, all experiments have been run independently 50 times in MATLAB and each run is terminated if termination criteria are met or maximum number of generations has elapsed. Moreover, DE parameters are set to $F=0.7$ and $C_r=1.0$. Also tolerance value for equality constraint $\epsilon$ is set to 0.0001. However, changing parameters with respect to different problems are given in Tab. 1.

<table>
<thead>
<tr>
<th>Type of test systems</th>
<th>Different Test Systems</th>
<th>Changing Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Population size $N$</td>
</tr>
<tr>
<td>SED without valve point effects</td>
<td>3-MTSNL</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>6-MTSL</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>20-MTSL</td>
<td>50</td>
</tr>
<tr>
<td>SED with valve point effects</td>
<td>3-MTSL</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>13-MTSNL</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>40-MTSNL</td>
<td>60</td>
</tr>
<tr>
<td>DED without valve point effects</td>
<td>3-MTSNL</td>
<td>30</td>
</tr>
<tr>
<td>DED with valve point effects</td>
<td>5-MTSL</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 1 Parameter setting for different test systems

<table>
<thead>
<tr>
<th>Methods</th>
<th>Power Generation cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without Valve Point Effects</td>
</tr>
<tr>
<td></td>
<td>3-MTSNL</td>
</tr>
<tr>
<td>LIM</td>
<td>8194,36</td>
</tr>
<tr>
<td>MPSO</td>
<td>8194,36</td>
</tr>
<tr>
<td>GA</td>
<td>8194,98</td>
</tr>
<tr>
<td>IEP</td>
<td>8194,36</td>
</tr>
<tr>
<td>SWT</td>
<td>-</td>
</tr>
<tr>
<td>IMPSO</td>
<td>-</td>
</tr>
<tr>
<td>Hopfield</td>
<td>-</td>
</tr>
<tr>
<td>SA</td>
<td>-</td>
</tr>
<tr>
<td>PS</td>
<td>-</td>
</tr>
<tr>
<td>SQP</td>
<td>-</td>
</tr>
<tr>
<td>SA-SQP</td>
<td>-</td>
</tr>
<tr>
<td>PS-SQP</td>
<td>-</td>
</tr>
<tr>
<td>BFA</td>
<td>-</td>
</tr>
<tr>
<td>PSO</td>
<td>-</td>
</tr>
<tr>
<td>MHS</td>
<td>-</td>
</tr>
<tr>
<td>HBM0</td>
<td>-</td>
</tr>
<tr>
<td>MHBM0</td>
<td>-</td>
</tr>
<tr>
<td>MFA</td>
<td>-</td>
</tr>
<tr>
<td>HMPSO</td>
<td>8194,36</td>
</tr>
</tbody>
</table>

Table 2 SED using different techniques for various test systems

5.3 Experimental results of Static Economic Dispatch (SED)

In SED, different case studies have been carried out with and without valve point effects as given further.

5.3.1 Without Valve Point Effects

In the case of problems without valve point effects, 3, 6 and 20 Machine Test Systems are evaluated by the proposed algorithm. For 3-MTSNL, data of generators’ coefficient are taken from [12]. Furthermore, optimal solution of economic dispatch of proposed algorithm is compared with other algorithms in literature such as Lambda Iteration Method (LIM), Modified Particle Swarm Optimization (MPSO), GA, Improved Evolutionary Algorithm (IEP) [12].

In case of 6-MTSL, fuel cost coefficients of generating units and transmission line coefficients are taken from [10, 23]. Fuel cost calculated using the
proposed hybrid algorithm has been compared with previous techniques such as Surrogate Worth Trade-off (SWT) and Improved Particle Swarm Optimization (IMPSO) [10, 23].

In 20-MTSNL, data of generators’ coefficients and transmission line coefficients have been taken from [6]. Proposed algorithm has been compared with LIM and Hopfield method [6].

5.4.1 Without Valve Point Effects

In this case study, 3-MTS without transmission losses have been considered. Data of generators’ coefficients have been taken from [9]. Comparison of the proposed hybrid approach has been done with previous techniques like GA, MPSO and Improved Evolutionary Programming (IEP).

For 13-MTSNL, data of generator’s coefficients are taken from [1, 6]. Proposed approach has been compared with other techniques in literature [1, 6] like SA, Pattern Search method (PS), Sequential Quadratic Programming (SQP), SA-SQP and PS-SQP.

For 40-MTSNL, data of generator’s coefficients have been taken from [14]. Furthermore, the proposed hybrid algorithm has been compared with algorithms such as PSO, Memetic Harmony Search algorithm (MHS), Honey Bee Mating Optimization (HBMO), Memetic Honey Bee Mating Optimization (MHBMO), and Memetic Firefly Algorithm (MFA) given in [14].

All above discussed results are tabulated in Tab. 2.

5.4.2 With Valve Point Effects

In case study of 5-MTS with transmission losses, data of generators’ coefficients and transmission line coefficients are taken from [9]. Proposed hybrid algorithm has been compared with PSO, SA, Maclaurin series based Lagrangian method (MSL) from literature [9].

Results show the efficiency of proposed hybrid algorithm as compared to other algorithms as shown in Tab. 3.

6 Conclusion

This paper has proposed a hybrid approach called Hybrid Particle Multi-Swarm Optimization (HPMSO) for solving convex and non-convex ED problems. PSO with multi-swarm search capability and DE for deep search in each swarm for the best particle, make this algorithm robust and unique in its working. Furthermore, both SED and DED cases have been solved with the proposed algorithm. HPMSO is capable of handling constraints and complex optimization problems. Experimental results of different test systems prove effectiveness of the proposed algorithm as compared to other techniques in literature. In the future, this algorithm can be further applied to other optimization problems to validate its efficiency.
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