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REDUCIBILITY OF SOME GENERALIZED PRINCIPAL

SERIES OF THE METAPLECTIC GROUP

Igor Ciganović

University of Zagreb, Croatia

Abstract. We determine reducibility of the representation of the
metaplectic group induced from the tensor product of an essentially square
integrable representation attached to the Zelevinsky segment and a genuine
cuspidal representation of the metaplectic group.

1. Introduction

Let F be a non-Archimedean local field of the characteristic zero. The

metaplectic group ˜Sp(n, F ) is the unique non-trivial two-fold central exten-
sion of the symplectic group Sp(n, F ). Even though it is not a linear algebraic
group, a number of representation theoretic results have been expanded. No-
tably, the extension of the theory of Bernstein and Zelevinsky ([1], [2], [21])
can be seen in [8] and [10]. Since GL(n, F ) can be embeded into Sp(n, F ), we

denote by ˜GL(n, F ) its two-fold cover. Given a non-trivial additive character

ψ of F , there exists a genuine character χψ of ˜GL(n, F ) corresponding to it.
The mapping π 7→ χψπ sets up a bijection between irreducible representations

of GL(n, F ) and genuine irreducible representations of ˜GL(n, F ) (see section
4.1 of [8]).

Let | |F be the normalized absolute value of F , ν = | det |F and ρ a
unitary irreducible cuspidal representation of GL(n, F ). Let a, b be real num-
bers, such that a+ b + 1 ∈ Z>0. The set ∆ = {χψν

−bρ, . . . , χψν
aρ} is called
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258 I. CIGANOVIĆ

a segment. To the segment ∆ is attached a genuine irreducible essentially
square integrable representation δ(∆) →֒ χψν

aρ × · · · × χψν
−bρ, denoted by

δ(−b, a, χψρ). Let now σ be a genuine irreducible cuspidal representation of
the metaplectic group. We are considering reducibility of the induced repre-

sentation δ(−b, a, χψρ)⋊σ = Ind
˜Sp(n,F )

M̃s

(δ(−b, a, χψρ)⊗σ) for the appropriate

Levi subgroup M̃s of ˜Sp(n, F ) (see (2.2) for the notation). More precisely, we
prove the following theorem.

Theorem 1.1. Let a, b be real numbers, such that a + b + 1 ∈ Z>0, ρ a
unitary irreducible cuspidal representation of GL(n, F ) and σ a genuine irre-
ducible cuspidal representation of the metaplectic group. The representation
δ(−b, a, χψρ)⋊σ reduces if and only if there exists a real number −b ≤ s ≤ a,
such that a− s is an integer and χψν

sρ⋊ σ reduces.

This result was proved for classical groups in [19], Theorem 13.2, assuming
the cuspidal reducibility at 1

2Z i.e. let ρ be an irreducible unitary cuspidal
representation of the general linear group and σ a similar representation of the
symplectic or the odd split special orthogonal group. If ρ is self-contragredient
then there exists α0 ∈ (1/2)Z such that ναρ⋊σ is irreducible for α ∈ R\{±α0}
and να0ρ⋊σ and ν−α0ρ⋊σ reduce. If ρ is not self-contragredient then ναρ⋊σ
is irreducible for all α ∈ R. This statement is provided by the recent work
of Mœglin, Theorem 3.1.1 of [15], and the metaplectic version follows from
results of Hanzer and Muić ([9]), which relate the cuspidal reducibility for
the odd special orthogonal and the metaplectic group. For more details see
Proposition 3.1.

Thus, we rework the proof of the above theorem for the metaplectic group,
using as the starting point the cuspidal reducibility for the metaplectic group
as well as tools of the parabolic induction and Jacquet modules ([8]).

2. Preliminaries

Let F be a non-Archimedean local field of characteristic zero. For an
integer n ≥ 1, let Sp(n, F ) be the group of F -points of the F -split symplectic
group of rank n defined over F . We use matrix realization as in section 1

of [10]. The metaplectic group ˜Sp(n, F ) is the unique, non-trivial, two-fold
central extension of Sp(n, F ). We have an exact sequence

1 −→ µ2
i

−→ ˜Sp(n, F )
p

−→ Sp(n, F ) −→ 1,

where µ2 = {±1} is the multiplicative group. As a set ˜Sp(n, F ) = Sp(n, F )×
µ2 and p([g, ǫ]) = g for g ∈ Sp(n, F ), ǫ ∈ µ2. Also, we have the two-fold

central extension ˜GL(n, F ) of GL(n, F ) given as the preimage with respect
to p of the embedding of GL(n, F ) into Sp(n, F ). By convention, for n = 0
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all covering groups are considered to be µ2, and all linear groups to be the
trivial group.

We fix the Borel subgroup as in section 1 of [10]. Let m be an integer
0 ≤ m ≤ n and (n1, . . . , nk) an ordered partition of m if m > 0, or (n1) = (0)
if m = 0. Let s = (n1, . . . , nk;n0) where n0 = n − (n1 + · · · + nk). Such s
parametrize standard parabolic subgroups Ps of Sp(n, F ). We write the Levi
decomposition Ps =MsNs, whereMs is the Levi factor and Ns the unipotent
radical. Here

Ms
∼= GL(n1, F )× · · · ×GL(nk, F )× Sp(n0, F ).

Let P̃s and M̃s be preimages of Ps andMs in ˜Sp(n, F ) with respect to the pro-

jection p, and N ′
s = Ns × {1}. Then P̃s are standard parabolic subgroups of

˜Sp(n, F ), and there is a Levi decomposition P̃s = M̃sN
′
s. By page 60 of [17],

we call M̃s1 , s1 = (n
(1)
1 , . . . , n

(1)
k1

;n
(1)
0 ) and M̃s2 , s2 = (n

(2)
1 , . . . , n

(2)
k2

;n
(2)
0 )

associate if Ms1 and Ms2 are associate, that is if there exists w in the normal-
izer of M(1,...,1;0) in Sp(n, F ) such that wMs1w

−1 = Ms2 . This is equivalent

to k1 = k2 and (n
(1)
1 , . . . , n

(1)
k1

) and (n
(2)
1 , . . . , n

(2)
k2

) are equal as unordered

partitions of the same number (see page 9 of [20]).
There exists an epimorphism φ with finite kernel ([10], [8, p. 243])

˜GL(n1, F )× · · · × ˜GL(nk, F )× ˜Sp(n0, F )
φ

−→ M̃s

given by

((g1, ǫ1), . . . , (gk, ǫk), (h, ǫ)) 7→ ((g1, . . . , gk, h), ǫ1 · · · ǫkǫα)

where α =
∏
i<j(det gi, det gj)F ·

(∏k
j=1(det gj , x(h))F

)
and x(h) is as in

Lemma 5.1 of [18]. Similarly, fixing the Borel subgroup in GL(n, F ), the

standard parabolic subgroups Ps = MsNs of GL(n, F ) and P̃s = M̃sN
′
s, of

˜GL(n, F ) are parameterized by ordered partitions s = (n1, . . . , nk) of n into
positive integers. We have Ms

∼= GL(n1, F ) × · · · × GL(nk, F ) and there is
an epimorphism with finite kernel

˜GL(n1, F )× · · · × ˜GL(nk, F )
φ

−→ M̃s ≤ ˜GL(n, F ).

Groups ˜Sp(n, F ) and ˜GL(n, F ) are locally compact totally disconnected Haus-
dorff topological groups and we have usual notions of smooth and admissible
representations as well as functors of normalized induction and Jacquet mod-
ules ([2], [17, p. 59]). Representations that do not act trivially by µ2 are
called genuine. Let Alg denote the category of smooth representations, i.e.
we consider complex representations such that the stabilizer of any vector is

an open subgroup. Let M̃s ≤ ˜Sp(n, F ) as above. We have the functor of the
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normalized parabolic induction

Ind
˜Sp(n,F )

M̃s

: Alg(M̃s) → Alg( ˜Sp(n, F ))

defined as follows. Since N ′
s = Ns × {1} is a closed subgroup of ˜Sp(n, F ) we

identify Haar measures on N ′
s and Ns. By section 3.3 of [8] for m̃ = [m, ǫ] ∈

M̃s and n ∈ Ns we have m̃−1[n, 1]m̃ = [m−1nm, 1]. Thus for topological
modules δN ′

s
and δNs defined as in [2] p. 444.,

∫

N ′

s

f(m̃−1n′m̃)dµ(n′) = δN ′

s
(m̃)

∫

N ′

s

f(n′)dµ(n′), f ∈ L1(N ′
s, µ),

∫

Ns

f(m−1nm)dµ(n) = δNs(m)

∫

Ns

f(n)dµ(n), f ∈ L1(Ns, µ)

we have δN ′

s
(m̃) = δNs(m). Now suppose that ρ ∈ Alg(M̃s) acts on a complex

vector space L. Let V be the vector space of functions f : ˜Sp(n, F ) → L such
that two conditions hold:

1. f(m̃n′g̃) = δNs(m)ρ(m̃)f(g̃), m̃ = [m, ǫ] ∈ M̃s, n
′ ∈ N ′

s g̃ ∈
˜Sp(n, F ).

2. There exists an open subgroup Kf ⊆ ˜Sp(n, F ) such that

f(g̃k) = f(g̃), k ∈ Kf , g̃ ∈ ˜Sp(n, F ).

The induced representation Ind
˜Sp(n,F )

M̃s

(ρ) acts on V by the right translation:

([(Ind
˜Sp(n,F )

M̃s

(ρ))(g̃)]f)(g̃′) = f(g̃g̃′), g̃, g̃′ ∈ ˜Sp(n, F ).

Now we define the Jacquet module functor:

rs = Jacqs = Jacq
˜Sp(n,F )

M̃s

: Alg( ˜Sp(n, F )) → Alg(M̃s).

Suppose that σ ∈ Alg( ˜Sp(n, F )) acts on a complex vector space V . Let V (Ns)
be the subspace of V spanned by the vectors of the form σ(n′)v − v, n′ ∈

N ′, v ∈ V . It is M̃s invariant. The representation Jacq
˜Sp(n,F )

M̃s

(σ) acts on

V/V (Ns) as

[(Jacq
˜Sp(n,F )

M̃s

(σ))(m̃)](v+V (Ns)) = δ
− 1

2

Ns
(m̃)(σ(m̃)v+V (Ns)), m̃ ∈ M̃s, v ∈ V.

For σ in Alg( ˜Sp(n, F )) and ρ in Alg(M̃s), we have the Frobenius reciprocity
(section 1.5 of [10])

(2.1) Hom ˜Sp(n,F )

(
σ, Ind

˜Sp(n,F )

M̃s

(ρ)

)
∼= Hom

M̃s

(
Jacq

˜Sp(n,F )

M̃s

(σ), ρ

)
.

Recall that σ is a cuspidal representation of ˜Sp(n, F ) if the Jacquet module of
σ with respect to any proper parabolic subgroup is trivial. Every irreducible
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representation can be embedded into a representation parabolically induced
from a cuspidal one (section 1.5 of [10], Proposition 4.4 of [8]).

Fix a non-trivial additive character ψ of F . The mapping x 7→ ψ(x2) is a
character of second degree on F and we denote its Weil index with γ(ψ). More
details and properties can be found in the Appendix of [18]. For a ∈ F×, we
let

γ(a, ψ) = γ(ψa)γ(ψ)
−1,

where ψa(x) = ψ(ax), x ∈ F . Now

χψ(g, ǫ) = ǫγ(det g, ψ 1
2
)−1,

where g ∈ GL(n, F ), ǫ ∈ µ2, defines a genuine character of ˜GL(n, F ) ([10,
p. 232]). The mapping

Lψ : π 7→ χψπ

sets up a bijection between Alg(GL(n, F )) and the category of the smooth

genuine representations of ˜GL(n, F ), denoted by Alg( ˜GL(n, F ))gen. It com-
mutes with the parabolic induction and the Jacquet module (see Proposi-
tion 4.1 of [8]) preserving the length of representations. The genuine ir-

reducible representation of ˜GL(0, F ) = µ2 is written as χψ1, where 1 de-
notes the irreducible representation of the trivial group. To see how the

parametrization of Alg( ˜GL(n, F ))gen depends on the choice of ψ, let ψ′ be
another non-trivial additive character of F . There exists a ∈ F× such that
ψ′ = ψa. Let ( , )F be the Hilbert symbol of field F . By Corollary A.5 of [18]
γ(b, ψa) = (a, b)F γ(b, ψ), a, b ∈ F×. Thus, we have the commutative diagram
(as in page 17 of [8])

Alg( ˜GL(n, F ))gen
id

−−−−→ Alg( ˜GL(n, F ))genyTψ
yTψ′

Alg(GL(n, F ))
Tψ,ψ′

−−−−→ Alg(GL(n, F ))

where Tψ(ρ) = χ−1
ψ ρ and Tψ′(ρ) = χ−1

ψ′ ρ for ρ ∈ Alg( ˜GL(n, F ))gen and

(Tψ,ψ′(π))(g) = (det g, a)Fπ(g) for g ∈ GL(n, F ) and π ∈ Alg(GL(n, F )).
For s = (n1, . . . , nk;n0) and an irreducible genuine representation ρ of

M̃s ≤ ˜Sp(n, F ), using φ we write ρ
φ
∼= χψπ1 ⊗ · · · ⊗ χψπk ⊗ τ where πi

are irreducible representations of GL(ni, F ), i = 1, . . . , k, and τ a genuine

irreducible representation of ˜Sp(n0, F ). We use notation

(2.2)
Ind

˜Sp(n,F )

M̃s

(ρ) = Ind
˜Sp(n,F )

M̃s

(χψπ1 ⊗ · · · ⊗ χψπk ⊗ τ)

= χψπ1 × · · · × χψπk ⋊ τ.
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For an ordered partition s = (n1, . . . , nk) of n and an irreducible genuine

representation π of M̃s ≤ ˜GL(n, F ), using φ we write π
φ
∼= χψπ1 ⊗ · · · ⊗ χψπk

where πi are irreducible representations of GL(ni, F ), i = 1, . . . , k. We use
notation

Ind
˜GL(n,F )

M̃s

(π) = Ind
˜GL(n,F )

M̃s

(χψπ1 ⊗ · · · ⊗ χψπk) = χψπ1 × · · · × χψπk.

Also, for an irreducible genuine representation τ of ˜GL(n, F ) we write

rs(τ) = Jacq
˜Sp(n,F )

M̃s

(τ).

Since taking Jacquet module brings representations of the cover of general
linear groups in calculations, we shall need some simple facts (Propositions
4.1, 4.2 and 4.3 of [8] and Propositions 4.6, 9.1, 9.4, 9.5, 9.12 and Theorem
1.9 of [21]). Let | |F be the normalized absolute value of F , ν = | det |F
and ρ a unitary irreducible cuspidal representation of GL(n, F ). We denote
by ρ̃ its contragredient representation. Let a, b be real numbers, such that
a+ b+ 1 ∈ Z>0. The set ∆ = {χψν

−bρ, . . . , χψν
aρ} is called segment.

Lemma 2.1. The representation χψν
−bρ × · · · × χψν

aρ has a unique ir-
reducible subrepresentation and a unique irreducible quotient representation.
We use notation

ζ(−b, a, χψρ) →֒ χψν
−bρ× · · · × χψν

aρ→ δ(−b, a, χψρ).

Similarly

δ(−b, a, χψρ) →֒ χψν
aρ× · · · × χψν

−bρ→ ζ(−b, a, χψρ).

The representation δ(−b, a, χψρ) is the unique irreducible subquotient of
χψν

−bρ×· · ·×χψν
aρ such that r(n,...,n)(δ(−b, a, χψρ)) = χψν

aρ⊗· · ·⊗χψν
−bρ.

We have χ2
ψ

˜δ(−b, a, χψρ) ∼= δ(−a, b, χψρ̃). For real numbers x and y, such

that x+y+1 ∈ Z≤0, we define δ(−x, y, χψρ) = ζ(−x, y, χψρ) = χψ1. The rep-
resentation δ(−b1, a1, χψρ1)× δ(−b2, a2, χψρ2) reduces if and only if ρ1 ∼= ρ2,
a1−a2 ∈ Z and −b1 ≤ −b2−1 ≤ a1 < a2 or −b2 ≤ −b1−1 ≤ a2 < a1. In case
of reducibility, the induced representation has two non-isomorphic irreducible
subquotients, one of which is δ(−b1, a2, χψρ1) × δ(−b2, a1, χψρ1). In case of
irreducibility we have

δ(−b1, a1, χψρ1)× δ(−b2, a2, χψρ2) ∼= δ(−b2, a2, χψρ2)× δ(−b1, a1, χψρ1).

Omitting χψ in Lemma 2.1 gives us the notation and claim for general
linear groups.

Let Rgen( ˜GL(n, F )) be the free Abelian group with the basis consist-

ing of classes of genuine irreducible smooth representations of ˜GL(n, F ) and

Rgen =
⊕

n≥0 Rgen( ˜GL(n, F )). We have the comultiplication m∗ : Rgen →



REDUCIBILITY OF SOME GENERALIZED PRINCIPAL SERIES 263

Rgen ⊗ Rgen, m∗(π) =
∑n

k=0 s.s.(r(k,n−k)(π)), π ∈ Rgen, where s.s. denotes
the semisimplification. For real numbers a and b, such that a+ b + 1 ∈ Z>0

and an irreducible cuspidal representation ρ of GL(n, F ) we have

(2.3) m∗(δ(−b, a, χψρ)) =

a∑

i=−b−1

δ(i + 1, a, χψρ)⊗ δ(−b, i, χψρ).

In similar notations

(2.4)

m∗

(
s∏

r=1

δ(−br, ar, χψρr)

)

=

s∏

r=1

(
ar∑

ir=−br−1

δ(ir + 1, ar, χψρr)⊗ δ(−br, ir, χψρr)

)
,

where (π1 ⊗ π2)× (π3 ⊗ π4) = (π1 × π3)⊗ (π2 × π4), for π1, π2, π3, π4 ∈ Rgen.

Also, we let Rgen1 =
⊕

n≥0 Rgen( ˜Sp(n, F )), µ∗ =
∑n

k=0 s.s.(r(k,n−k)) :

Rgen1 → Rgen ⊗ Rgen1 , where Rgen( ˜Sp(n, F )) denotes the free Abelian group
with the basis of classes of genuine irreducible smooth representations of
˜Sp(n, F ). In Rgen and Rgen1 we use relation π2 ≥ π1 if π2 − π1 is a sum of

classes of irreducible representations with positive coefficients. From Propo-
sition 4.5 of [8], Lemma 2.1 and (2.3) we have

Theorem 2.2. Let σ be a genuine irreducible representation of the meta-
plectic group, a, b real numbers such that a + b + 1 ∈ Z>0 and ρ a cuspidal
irreducible representation of GL(n, F ). In Rgen1 we have:

(2.5)

µ∗(δ(−b, a, χψρ)⋊ σ)

=
∑

π⊗σ′≤µ∗(σ)

a∑

i=−b−1

a∑

j=i

δ(−i, b, χψρ̃)× δ(j + 1, a, χψρ)× π ⊗ δ(i + 1, j, χψρ)⋊ σ′.

Formula (2.5), i.e. Proposition 4.5 of [8], derives from the result for clas-
sical groups, Theorems 5.4 and 6.5 of [20]. Also, by (11) of [8] and Lemma
2.1, with notations as in Theorem 2.2, we have in Rgen1

(2.6) δ(−b, a, χψρ)⋊ σ = δ(−a, b, χψρ̃)⋊ σ.

In the proof of the main theorem, we shall also need two lemmas from
[19] that extend to the metaplectic group. The first lema is the metaplectic
version of Lemma 3.7 of [19].

Lemma 2.3. Let P̃0, P̃
′ , P̃ ′′ and P̃ ′′′ be parabolic subgroups of ˜Sp(n, F )

with Levi factors M̃0, M̃ ′, M̃ ′′ and M̃ ′′′, such that P̃ ′ ⊆ P̃ ′′ and P̃ ′ ⊆ P̃ ′′′ .
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Let σ0 be an irreducible representation of M̃0 such that

r
˜Sp(n,F )

M̃ ′
(Ind

˜Sp(n,F )

M̃0

(σ0)) 6= 0.

Assume that there exists an irreducible subquotient τ ′′of r
˜Sp(n,F )

M̃ ′′
(Ind

˜Sp(n,F )

M̃0

(σ0))

such that for every irreducible subquotient τ ′′′ of r
˜Sp(n,F )

M̃ ′′′
(Ind

˜Sp(n,F )

M̃0

(σ0)) we

have:

s.s.
(
rM̃

′′

M̃ ′
(τ ′′)

)
+ s.s.

(
rM̃

′′′

M̃ ′
(τ ′′′)

)
� s.s.

(
r

˜Sp(n,F )

M̃ ′
(Ind

˜Sp(n,F )

M̃0

((σ0))

)
.

Then, the induced representation Ind
˜Sp(n,F )

M̃0

(σ0) is irreducible.

Proof. First, let τ be any irreducible subquotient of Ind
˜Sp(n,F )

M̃0

(σ0). We

show that r
˜Sp(n,F )

M̃ ′
(τ) 6= 0. Otherwise, there exist M̃1

c ) M̃ ′ and a genuine

irreducible cuspidal representation τ1c of M̃1
c , such that τ1c ≤ r

˜Sp(n,F )

M̃1
c

(τ) ≤

r
˜Sp(n,F )

M̃1
c

(Ind
˜Sp(n,F )

M̃0

(σ0)). By Theorem 2.4 (b) of [2], we have

Hom
M̃1
c

(r
Sp(n,F )

M̃1
c

(Ind
˜Sp(n,F )

M̃0

(σ0)), τ
1
c ) 6= 0. Frobenius reciprocity implies

(2.7) Hom ˜Sp(n,F )
(Ind

˜Sp(n,F )

M̃0

(σ0), Ind
Sp(n,F )

M̃1
c

(τ1c )) 6= 0.

In the same way, since r
˜Sp(n,F )

M̃ ′
(Ind

˜Sp(n,F )

M̃0

(σ0)) 6= 0, there exist P̃ 2
c ⊆ P̃ ′ with

Levi factor M̃2
c and a genuine irreducible cuspidal representation τ2c of M̃2

c

such that

(2.8) Hom ˜Sp(n,F )
(Ind

˜Sp(n,F )

M̃0

(σ0), Ind
Sp(n,F )

M̃2
c

(τ2c )) 6= 0.

Also, there exist a parabolic subgroup P̃c with Levi factor M̃c and a genuine

irreducible cuspidal representation τc of M̃c such that σ0 →֒ IndM̃0

M̃c

(τc). Now

(2.9) Ind
˜Sp(n,F )

M̃0

(σ0) →֒ Ind
˜Sp(n,F )

M̃c

(τc).

Comparing (2.7) and (2.9), Theorem 2.9 of [2] shows that M̃1
c and M̃c are

associated. Also, comparing (2.8) and (2.9) shows that M̃2
c and M̃c are asso-

ciated. Thus M̃1
c and M̃2

c are associated. But that is in contradiction with

M̃2
c ⊆ M̃c ( M̃1

c . Thus, we proved that r
˜Sp(n,F )

M̃ ′
(τ) 6= 0.
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Now, suppose that Ind
˜Sp(n,F )

M̃0

(σ0) ≥ π′′ + π′′′, where π′′ and π′′′ are irre-

ducible subquotients and r
˜Sp(n,F )

M̃ ′′
(π′′) ≥ τ ′′. We proved that r

˜Sp(n,F )

M̃ ′
(π′′′) 6= 0

and since M̃ ′ ⊆ M̃ ′′′ we have r
˜Sp(n,F )

M̃ ′′′
(π′′′) 6= 0. Let τ ′′′ be an irreducible sub-

quotient in r
˜Sp(n,F )

M̃ ′′′
(π′′′). We have

s.s.
(
rM̃

′′

M̃ ′
(τ ′′)

)
+ s.s.

(
rM̃

′′′

M̃ ′
(τ ′′′)

)
≤ s.s.

(
r

˜Sp(n,F )

M̃ ′
(π′′)

)
+ s.s.

(
r

˜Sp(n,F )

M̃ ′
(π′′′)

)

≤ s.s.

(
r

˜Sp(n,F )

M̃ ′
(Ind

˜Sp(n,F )

M̃0

((σ0))

)
,

which contradicts the assumption of the lemma. Thus, the representation

Ind
˜Sp(n,F )

M̃0

((σ0)) is irreducible.

The second lemma is the metaplectic version of a case of Lemma 3.8 of
[19] and the same proof works here, changing only group notation.

Lemma 2.4. Let P̃0 = M̃0N
′ be a parabolic subgroup of ˜Sp(n, F ) and σ0

an irreducible unitarizable representation of the M̃0. If the multiplicity of σ0

in r
˜Sp(n,F )

M̃0

(Ind
˜Sp(n,F )

M̃0

(σ0)) is two, then Ind
˜Sp(n,F )

M̃0

(σ0) is either irreducible or

a direct sum of two irreducible non-isomorphic representations.

Now we recall basic results related to the odd orthogonal groups. For
details refer to section 1 of [10] and sections 1 and 2.1 of [9]. Let V0 be an
anisotropic quadratic space over F of dimension 1 or 3. For the classification
of anisotropic quadratic spaces over F one may consult page 7 of [17]. For
r ∈ Z≥0, adding r hyperbolic planes we obtain enlarged quadratic space
which we denote by Vr. The corresponding orthogonal group is denoted by
O(Vr). Consequently, we obtained a tower of quadratic spaces and orthogonal
groups. The subgroup of O(Vr) consisting of elements of determinant one is
denoted by SO(Vr). Observe that O(Vr) = SO(Vr)× {±1}. The orthogonal
group O(Vr) is realized as in section 1 of [10], and as there we fix a Borel
subgroup. Let m be an integer 0 ≤ m ≤ r and (n1, . . . , nk) ordered partition
of m if m > 0, or (n1) = (0) if m = 0. Let s = (n1, . . . , nk;n0) where
n0 = n−(n1+· · ·+nk). Such s parametrize standard parabolic subgroups Ps of
O(Vr). We have the Levi decomposition Ps =MsNs, where Ms is Levi factor
and Ns unipotent radical. Here Ms

∼= GL(n1, F )× · · ·×GL(nk, F )×O(Vn0
).

Taking Ps(SO(Vr)) = Ps ∩ SO(Vr) we obtain standard parabolic subgroups
of SO(Vr). The Levi factor of Ps(SO(Vr)), Ms(SO(Vr)) = Ms ∩ SO(Vr)
is isomorphic to GL(n1, F ) × · · · × GL(nk, F ) × SO(Vn0

). Given smooth
representations πi of GL(ni, F ), i = 1, . . . , k, π of O(Vr) and τ of SO(Vr), we
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use the following notation for the normalized parabolic induction

π1 × · · · × πk ⋊ π0 = Ind
O(Vr)
Ms

(π1 ⊗ · · · ⊗ πk ⊗ π0),

π1 × · · · × πk ⋊ τ = Ind
SO(Vr)
Ms(SO(Vr))

(π1 ⊗ · · · ⊗ πk ⊗ τ).

Let ρ be a unitary cuspidal irreducible representation of GL(n, F ) and
δ(−b, a, ρ) the unique irreducible quotient of ν−bρ × · · · × νaρ where a and
b are real numbers such that a + b is a nonnegative integer. Let a ∈ N and
denote by δ(ρ, a) the representation δ(−a−1

2 , a−1
2 , ρ). We have the following

theorem

Theorem 2.5. Let ρ1, . . . , ρn be irreducible unitary cuspidal represen-
tations of general linear groups GL(ki, F ), ki ≥ 1 and let a1, . . . , an ∈ N.
Suppose that π is an irreducible square integrable representation of SO(Vr).
Then the induced representation

δ(ρ1, a1)× · · · × δ(ρn, an)⋊ π

is a multiplicity one representation of length 2m, where m is a number of
inequivalent representations in the set {δ(ρi, ai) : i = 1, . . . , n} such that
δ(ρi, ai)⋊ π reduces.

Proof. This result is initially due to Goldberg, see Theorems 4.9, 4.18,
6.5 and 1.9 of [6]. The above statement is part (i) of Theorem 13.1 of [16],
written without interpreting reducibility of δ(ρi, ai) ⋊ π in terms of Jordan
blocks and L functions. As such it does not depend on the basic assumption
(BA) given there, but we note that the article is now considered unconditional,
see page 3160 of [11].

We close this section with the notion of the theta correspondance.
More details can be found in section 2 of [10] and section 5 of [8]. The
pair (Sp(n, F ), O(Vr)) constitute a dual pair in Sp(n · dim(Vr), F ). Let

n′ = n · dim(Vr). Considering preimages in S̃p(n′, F ), Sp(n, F ) does not
split in its cover, while O(Vr) does. Thus, given the Weil representation

ωn′,ψ of S̃p(n′, F ), that depends on ψ, one may consider its pullback to

˜Sp(n, F ) × O(Vr). We denote it by ωn,Vr ,ψ. Let σ be a genuine irreducible

representation of ˜Sp(n, F ). The maximal σ-isotypic quotient of ωn,Vr,ψ has
the form σ⊗Θn,Vr ,ψ(σ) where Θn,Vr,ψ(σ) is a smooth representation of O(Vr)
called (big or full) theta lift of σ. If Θn,Vr,ψ(σ) 6= 0, it has the unique ir-
reducible quotient, denoted by θn,Vr ,ψ(σ) and called small theta lift. Taking
spaces Vr in the same tower, let r0 be the first index such that Θn,Vr0 ,ψ(σ) 6= 0.

If σ is cuspidal then Θn,Vr0 ,ψ(σ) is irreducible and cuspidal (Theorem 2.1 of
[10]). For an irreducible representation τ of O(Vr) we have similar statements
on the maximal τ -isotypic quotient of ωn,Vr,ψ.
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Now we state some results from [4], where one can see section 2.7, Corol-
laries 6.2, 6.4 and 8.3 and Theorem 8.1 for more details. Because of the
remark after Corollary 6.4 of [4] and Theorem 1.2 of [5], we use these results
without restriction to the case when the residual caracteristic of the field F
is different from 2. Up to an isomorphism there are two quadratic spaces of
dimension 2n+ 1 over F of discriminant one. Let us denote them V +, which
has the maximal anisotropic space of dimension n, and V −, which has the
maximal anisotropic space of dimension n− 1. We have:

Proposition 2.6. Let σ be an irreducible genuine representation of
˜Sp(n, F ). Then exactly one of Θn,V +,ψ(σ) and Θn,V −,ψ(σ) is non-zero. Let

V be V + or V − such that Θn,V,ψ(σ) is non-zero. Suppose that σ is a discrete
series representation. Then the big theta lift and the small theta lift of σ co-
incide, that is Θn,V,ψ(σ) = θn,V,ψ(σ), and it is an irreducible discrete series.
Denote it by τ . Also let δi be discrete series representations of GL(ni, F ),
i = 1, .., k, where k and n1, . . . , nk are positive integers, and let τ0 denote the
restriction of τ on SO(V ). Then χψδ1 × · · · ×χψδk ⋊ σ and δ1 × · · · × δk ⋊ τ0
have the same number of irreducible summands, up to equivalence and ignor-
ing multiplicities.

3. The proof of the main theorem

The proof is broken in series of propositions, considered for classical
groups in [19]. They cover, case by case, all posibilities for input data. In
all this section ρ is an irreducible unitary cuspidal representation of GL(l, F )

and σ similarly genuine representation of the ˜Sp(k, F ). We begin with the
cuspidal reducibility.

Proposition 3.1. Suppose that there exists α ≥ 0 such that χψν
αρ ⋊ σ

reduces. Then such α is a unique half-integer and ρ ∼= ρ̃.

Proof. Proposition 10.1 of [4] and comment below show that ρ ∼= ρ̃.
If ρ is the trivial representation of F×, Theorem 4.1. of [9] gives the claim.
Suppose that ρ is not the trivial representation of F×. Consider a tower
of quadratic spaces Vr and orthogonal groups O(Vr). Recall that ωk,Vr ,ψ is

the Weil representation attached to the dual pair ˜Sp(k, F ) × O(Vr) and our
fixed character ψ. Let r0 be the smallest index such that there exists a non-
zero irreducible representation τ of O(Vr0 ) that corresponds to σ under the
theta correspondance with respect to the Weil representation ωk,Vr0 ,ψ. Then

the representation τ is cuspidal. By Theorem 3.5 of [9] the representation
χψν

αρ ⋊ σ reduces if and only if the representation ναρ ⋊ τ of O(Vl+r0 )
reduces. But this representation reduces if and only if the restriction (ναρ⋊
τ)|SO(Vl+r0 )

∼= ναρ ⋊ (τ |SO(Vr0 )
) reduces. Now Theorem 3.1.1 of [15] implies

that α ∈ (1/2)Z and since α is assumed to be non-negative by Proposition
10.1 of [4] it is unique.
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We start considering situations when the cuspidal reducibility occurs.

Proposition 3.2. Suppose that there exists α > 0 such that χψν
αρ ⋊ σ

reduces. Let n ∈ Z≥0. Then:

(i) The representation χψν
α+nρ × χψν

α+n−1ρ × · · · × χψν
αρ ⋊ σ is a

multiplicity one representation and contains a unique irreducible sub-
representation denoted by δ(α, α + n, χψρ, σ).

(ii) We have µ∗(δ(α, α + n, χψρ, σ)) =
∑n
i=−1 δ(α + i + 1, α + n, χψρ) ⊗

δ(α, α+ i, χψρ, σ), where we take δ(α, α− 1, χψρ, σ) = σ.
(iii) The representation δ(α, α + n, χψρ)⋊ σ reduces.

Proof. For (i), applying (2.5) multiple times on χψν
α+nρ×χψν

α+n−1ρ×
· · · × χψν

αρ⋊ σ gives in Rgen1

(3.1)

r((n+1)l;k)(χψν
α+nρ× χψν

α+n−1ρ× · · · × χψν
αρ⋊ σ)

=
∑

ǫ0,...,ǫn∈{±1}

χψν
ǫn(α+n)ρ× χψν

ǫn−1(α+n−1)ρ× · · · × χψν
ǫ0αρ⊗ σ.

Now Proposition 2.1 of [21] implies that χψν
α+nρ ⊗ χψν

α+n−1ρ ⊗ · · · ⊗
χψν

αρ ⊗ σ, as all other subquotients, in r(l,...,l;k)(χψν
α+nρ × χψν

α+n−1ρ ×

· · · × χψν
αρ ⋊ σ) appears with the multiplicity one. Thus, χψν

α+nρ ×
χψν

α+n−1ρ × · · · × χψν
αρ ⋊ σ is a multiplicity one representation and has

a unique irreducible subrepresentation, since by Frobenius reciprocity every
irreducible subrepresentation of χψν

α+nρ×χψν
α+n−1ρ×· · ·×χψν

αρ⋊σ has
χψν

α+nρ ⊗ χψν
α+n−1ρ ⊗ · · · ⊗ χψν

αρ ⊗ σ as a subquotient in the Jacquet
module with respect to the appropriate parabolic subgroup.

For (ii) and (iii), δ(α, α+n, χψρ) →֒ χψν
α+nρ×χψν

α+n−1ρ×· · ·×χψν
αρ

and (i) imply δ(α, α+n, χψρ, σ) →֒ δ(α, α+n, χψρ)⋊σ. By Theorems 3.4 and
4.6 of [12], δ(α, α+n, χψρ, σ) is a strongly positive discrete series, i.e. for each
embedding of the form →֒ χψν

s1ρ1×· · ·×χψν
smρm⋊σcusp, where ρ1, . . . , ρm

are unitary irreducible cuspidal representations of GL(l1, F ), . . . , GL(lm, F )
and σcusp is an irreducible genuine cuspidal representation of metaplectic
group, we have si > 0 for i = 1, . . . ,m. Now (ii) and (iii) follow from Theorem
6.1 of [13], one may also see section 7 of [14].

When the cuspidal reducibility occurs at zero we have:

Proposition 3.3. Suppose that χψρ⋊σ reduces and a, b ∈ Z≥0, then the
representation δ(−b, a, χψρ)⋊ σ reduces.

Proof. By Proposition 3.1 we have ρ̃ ∼= ρ. Thus µ∗(χψρ ⋊ σ) = χψ1 ⊗
χψρ⋊ σ+χψρ⊗ σ+χψρ⊗ σ. By Lemma 2.4 the representation χψρ⋊ σ is a
direct sum of two non-isomorphic irreducible representations, say τ1 and τ2.
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We have in Rgen1

χψν
−bρ× · · · × χψν

aρ⋊ σ

= χψν
−bρ× · · · × χψν

−1ρ× χψνρ× · · · × χψν
aρ× χψρ⋊ σ

= χψν
−bρ× · · · × χψν

−1ρ× χψνρ× · · · × χψν
aρ⋊ τ1

+ χψν
−bρ× · · · × χψν

−1ρ× χψνρ× · · · × χψν
aρ⋊ τ2.

If we show that no Jacquet module of χψν
−bρ× · · · ×χψν

−1ρ×χψνρ× · · · ×
χψν

aρ ⋊ τ1 contains an irreducible subquotient of type π2 ⊗ τ2 and that no
Jacquet module of χψν

−bρ×· · ·×χψν
−1ρ×χψνρ×· · ·×χψν

aρ⋊τ2 contains an
irreducible subquotient of type π1 ⊗ τ1, where π1 and π2 are some irreducible
representations, while both of these types are present in some Jacquet module
of δ(−b, a, χψρ)⋊ σ, then we have the reducibility of δ(−b, a, χψρ)⋊ σ.

Suppose that there exists an irreducible representation π2 ⊗ τ2 ≤
µ∗(χψν

−bρ × · · · × χψν
−1ρ × χψνρ × · · · × χψν

aρ ⋊ τ1). Since µ∗(τ1) =
χψ1⊗ τ1 + χψρ⊗ σ, applying (2.5) multiple times, there exist
−b− 1 ≤ i−b ≤ −b, i−b ≤ j−b ≤ −b,. . . ,a− 1 ≤ ia ≤ a, ia ≤ ja ≤ a, skipping
zero index, such that either

π2 ≤


 ∏

r∈{−b,...,a}\{0}

δ(−ir, r, χψρ)× δ(jr + 1, r, χψρ)


 ,

τ2 ≤


 ∏

r∈{−b,...,a}\{0}

δ(ir + 1, jr, χψρ)


⋊ τ1

or

π2 ≤ χψρ×


 ∏

r∈{−b,...,a}\{0}

δ(−ir, r, χψρ)× δ(jr + 1, r, χψρ)


 ,

τ2 ≤


 ∏

r∈{−b,...,a}\{0}

δ(ir + 1, jr, χψρ)


⋊ σ.

For all r = −b, . . . , a; r 6= 0, the expression δ(ir + 1, jr, χψρ) is either χψν
rρ

or omitted and since τ1 ≇ τ2 we see that we can not find such indices. Thus,

there doesn’t exist an irreducible representation π2 ⊗ τ2 ≤ µ∗(χψν
−bρ× · · · ×

χψν
−1ρ× χψνρ× · · · × χψν

aρ⋊ τ1). In the same way, there doesn’t exist an
irreducible representation π1⊗ τ1 ≤ µ∗(χψν

−bρ×· · ·×χψν
−1ρ×χψνρ×· · ·×
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χψν
aρ⋊ τ2). On the other hand

µ∗(δ(−b, a, χψρ)⋊ σ)

=
a∑

i=−b−1

a∑

j=i

δ(−i, b, χψρ)× δ(j + 1, a, χψρ)× π ⊗ δ(i+ 1, j, χψρ)⋊ σ′

contains (for i = −1, j = 0)

δ(1, b, χψρ)× δ(1, a, χψρ)⊗ χψρ⋊ σ

= δ(1, b, χψρ)× δ(1, a, χψρ)⊗ τ1 + δ(1, b, χψρ)× δ(1, a, χψρ)⊗ τ2.

Thus the representation δ(−b, a, χψρ)⋊ σ reduces.

Now we cover remaining situations when the cuspidal reducibility occurs.

Proposition 3.4. Let α > 0 be such that χψν
α ⋊ σ reduces and m,n ∈

Z≥0. Then the representation δ(α−m,α+ n, χψρ)⋊ σ reduces.

Proof. We may suppose that |α−m| ≤ α+ n. Also, because of Propo-
sition 3.2, assume that m ≥ 1. Observe that

δ(α −m,α+n, χψρ)⋊ σ ≤ δ(α−m,α− 1, χψρ)× δ(α, α + n, χψρ)⋊ σ,

(3.2)

δ(α −m,α−1, χψρ)× δ(α, α+ n, χψρ, σ)

≤ δ(α−m,α− 1, χψρ)× δ(α, α + n, χψρ)⋊ σ.

Looking at Jacquet modules, one shows, as in Theorem 13.2 of [19], that all
representations in (3.2) have common irreducible subquotient, appearing with
the multiplicity one, but also

δ(α−m,α+ n, χψρ)⋊ σ � δ(α −m,α− 1, χψρ)× δ(α, α+ n, χψρ, σ),

which implies reducibility of the representation δ(α−m,α+ n, χψρ)⋊ σ.

From now on we consider situations when the cuspidal reducibility doesn’t
occur. We start with the case when ρ is not self-dual.

Proposition 3.5. Suppose ρ ≇ ρ̃. Let a, b be real numbers such that
a+ b+ 1 ∈ Z>0. Then the representation δ(−b, a, χψρ)⋊ σ is irreducible.

Proof. Let n ∈ Z≥0. By an induction we prove irreducibility of the
representation π = δ(−b,−b+ n, χψρ) ⋊ σ. Case n = 0 is covered by Propo-
sition 3.1. Assume n ≥ 1 and that the statement is valid for strictly less non
negative integers. By (2.5) we have

µ∗(π) =

−b+n∑

i=−b−1

−b+n∑

j=i

δ(−i, b, χψρ̃)× δ(j+1,−b+n, χψρ)⊗ δ(i+1, j, χψρ)⋊σ.
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Thus

(3.3)

s.s.(r(l;nl+k)(π))

= χψν
bρ̃⊗ δ(−b+ 1,−b+ n, χψρ)⋊ σ

+ χψν
−b+nρ⊗ δ(−b,−b+ n− 1, χψρ)⋊ σ,

(3.4) s.s.(r((n+1)l;k)(π)) =

−b+n∑

i=−b−1

δ(−i, b, χψρ̃)× δ(i + 1,−b+ n, χψρ)⊗ σ.

We use Lemma 2.3. Let τ ′′ = χψν
bρ̃×δ(−b+1,−b+n, χψρ)⊗σ, an irreducible

sumand for i = −b in (3.4). Sumands on the right hand side of (3.3) are
irreducible by the assumption of the induction. Take τ ′′′ = χψν

bρ̃ ⊗ δ(−b +
1,−b+ n, χψρ)⋊ σ. Let id denote the identity map. Suppose that

(3.5) (id⊗ s.s.(r(l,...,l;k)))(τ
′′′) + (s.s.(r(l,...,l)))⊗ id)(τ ′′) ≤ s.s.(r(l,...,l;k)(π)).

Because of (3.3) we have

(s.s.(r(l,...,l))⊗ id)(τ ′′) ≤ χψν
−b+nρ⊗s.s.(r(l,...,l;k)(δ(−b,−b+n−1, χψρ)⋊σ)),

a contradiction. On the other hand if we take τ ′′′ = χψν
−b+nρ⊗ δ(−b,−b+

n − 1, χψρ) ⋊ σ assuming (3.5) implies (s.s.(r(l,...,l)) ⊗ id)(τ ′′) ≤ χψν
bρ̃ ⊗

s.s.(r(l,...,l;k)(δ(−b+1,−b+n)⋊σ)) which is again not valid. Now Lemma 2.3
implies irreducibility of π.

Next two propositions consider irreducibility when δ(−b, a, χψρ) is unitary
and the cuspidal reducibility does not occur. They are the metaplectic version
of Propositions 4.1 and 4.2 of [19] and can be proved in the same way.

Proposition 3.6. Let n ∈ Z≥0 and suppose that χψν
iρ⋊σ is irreducible

for all −n− 1
2 ≤ i ≤ n+ 1

2 , i ∈
1
2 +Z. Then the representation δ(−n− 1

2 , n+
1
2 , χψρ)⋊ σ is irreducible.

Proposition 3.7. Let n ∈ Z≥0 and suppose that χψν
iρ⋊σ is irreducible

for all −n ≤ i ≤ n, i ∈ Z. Then the representation δ(−n, n, χψρ) ⋊ σ is
irreducible.

Now we examine remaining situations when the cuspidal reducibility does
not occur.

Lemma 3.8. Suppose that representations χψρ ⋊ σ and χψνρ ⋊ σ are
irreducible, then the representation δ(0, 1, χψρ)⋊ σ is irreducible.

Proof. Because of Proposition 3.5 we may assume that ρ̃ ∼= ρ. Now
we only need to prove that all possible irreducible subquotients of χψνρ ×
δ(−1, 1, χψρ) ⋊ σ are mutually isomorphic and the rest of the proof is the
same as in Lemma A.4. of [3]. Let τ be the theta lift of σ as in Proposition
2.6. Using the notation as in Proposition 2.6, it is an irreducible discrete series
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ofO(V ) and τ0 denotes its restriction to SO(V ). The same proposition implies
that χψνρ× δ(−1, 1, χψρ)⋊σ and νρ× δ(−1, 1, ρ)⋊ τ0 have the same number
of irreducible summands, up to equivalence and ignoring multiplicities. Also
δ(−1, 1, χψρ) ⋊ σ and δ(−1, 1, ρ) ⋊ τ0 have the same number of irreducible
summands, up to equivalence and ignoring multiplicities. By Proposition 3.7
the representation δ(−1, 1, χψρ)⋊ σ is irreducible. Theorem 2.5 implies that
δ(−1, 1, ρ)⋊τ0 is irreducible. Similarly ρ⋊τ0 is irreducible. Now Theorem 2.5
implies that ρ× δ(−1, 1, ρ)⋊ τ0 is irreducible. By Proposition 2.6 all possible
irreducible subquotients of χψνρ× δ(−1, 1, χψρ)⋊ σ are mutually isomorphic
and the proof is finished. We note that another proof of the lemma is given
in Proposition 3.16 of [7].

Proposition 3.9. Let b ∈ R and n ∈ Z≥0. Suppose that χψν
iρ ⋊ σ is

irreducible for all −b ≤ i ≤ −b+n where −b− i ∈ Z. Then the representation
π = δ(−b,−b+ n, χψρ)⋊ σ is irreducible.

Proof. First, because of Proposition 3.5, we may assume that ρ is self-
dual. Proof goes by the induction over n. Case n = 0 holds. Let n > 0 and
assume that the statement is valid for non-negative integers strictly less than
n. Using (2.5), we obtain

(3.6)

s.s.(r(l;nl+k)(π))

= χψν
−b+nρ⊗ δ(−b,−b+ n− 1, χψρ)⋊ σ

+ χψν
bρ⊗ δ(−b+ 1,−b+ n, χψρ)⋊ σ,

s.s.(r((n+1)l;k)(π)) =

−b+n∑

i=−b−1

δ(−i, b, χψρ)× δ(i + 1,−b+ n, χψρ)⊗ σ.(3.7)

By the induction hypothesis, both sumands in (3.6) are irreducible. Now we
have two cases.

The first case is β 6= 0. Because of Propositions 3.6 and 3.7 we may
assume that −(−b) 6= −b + n. Also, because of (2.6) we may assume that
(−b + (−b + n))/2 > 0. This implies irreducibility of τ ′′ = χψν

bρ × δ(−b +
1,−b + n, χψρ) ⊗ σ, a sumand in (3.7) for i = −b. We want to use Lemma
2.3. So first take τ ′′′ = χψν

−b+nρ⊗ δ(−b,−b+ n− 1, χψρ)⋊ σ and assume

(3.8) (id⊗ s.s.(r(l,...,l;k)))(τ
′′′) + (s.s.(r(l,...,l))⊗ id)(τ ′′) ≤ (s.s.(r(l,...,l;k)))(π).

Then (3.6) implies (s.s.(r(l,...,l)) ⊗ id)(τ ′′) ≤ χψν
bρ ⊗ (s.s.(r(l,...,l;k)))(δ(−b +

1,−b+n, χψρ)⋊ σ), a contradiction. Now take τ ′′′ = χψν
bρ⊗ δ(−b+1,−b+

n, χψρ) ⋊ σ and assume (3.8). The equation (3.6) implies (s.s.(r(l,...,l)) ⊗

id)(τ ′′) ≤ χψν
−b+nρ ⊗ (s.s.(r(l,...,l;k)))(δ(−b,−b + n − 1, χψρ) ⋊ σ), again

contradiction, and Lemma 2.3 implies irreducibility of the representation
π = δ(−β,−β + n, χψρ)⋊ σ.
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The second case is β = 0. We first observe that the statement is valid
for n = 1. That is, by Lemma 3.8 if χψρ ⋊ σ and χψνρ ⋊ σ are irreducible,
then the representation δ(0, 1, χψρ) ⋊ σ is irreducible. Thus we may assume
n ≥ 2. Again, we use Lemma 2.3. Take τ ′′ = δ(−1, 0, χψρ) × δ(2, n, χψρ) ⊗
σ, an irreducible sumand in (3.7) for i = 1, and first let τ ′′′ = χψν

nρ ⊗
δ(0, n−1, χψρ)⋊σ. Assuming (3.8), the equation (3.6) implies (s.s.(r(l,...,l))⊗
id)(τ ′′) ≤ χψρ ⊗ (s.s.(r(l,...,l;k)))(δ(1, n, χψρ) ⋊ σ), a contradiction. Now take
τ ′′′ = χψρ ⊗ δ(1, n, χψρ) ⋊ σ and assume (3.8). The equation (3.6) implies
(s.s.(r(l,...,l))⊗ id)(τ ′′) ≤ χψν

nρ⊗ (s.s.(r(l,...,l;k)))(δ(0, n− 1, χψρ)⋊ σ), again
contradiction, and Lemma 2.3 implies irreducibility of the representation π =
δ(0, n, χψρ)⋊ σ.

This concludes the proof of the proposition.

The proof of the main theorem is complete.
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[11] I. Matić, First occurrence indices of tempered representations of metaplectic groups,

Proc. Amer. Math. Soc. 144 (2016), 3157–3172.
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