Asymptotic distributions of least square estimations in a regression model with singular errors
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Abstract. We study some problems of the parameter inference which are in connection with wide sense stationary long memory processes. Here we present the asymptotic behaviour of the correlation matrix and the limit distributions of the LSE for the regression coefficients in some types of linear models with singular Gaussian and non-Gaussian errors.
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1. Introduction

Estimation problems for linear regression parameters are of great interest in statistical applications and they are widely treated in the mathematical and statistical literature (see for example [1], [4], [2]). Among them, the models with discrete time parameter and independent errors and so called ”short memory”
models were studied in a great deal. These results guarantee that the LSE often has very desirable statistical properties.

Nowadays the models with "long memory" errors have been researched. The papers [3], [6], [9], [11], [12] indicate that in these models the LSE may be very good, too.

In this paper we present the asymptotic theory of the LSE of regression coefficients of the continuous time stationary processes with unbounded spectral density (singular noise).

2. The model

Let us consider the continuous time regression model of the form

\[ \nu(t) = a^\tau g(t) + \eta(t), \quad t \in \mathbb{R}, \]

where \( g(t) = [g_1(t), \ldots, g_n(t)]^\tau \) is the known vector function, \( g : \mathbb{R} \rightarrow \mathbb{R}^n \), whose coordinate functions \( g_i(t) \) form a linearly independent set of real functions, being positive on \([0, T]\) and square integrable over the same interval for all \( T > 0 \) and \( i = 1, \ldots, n \). \( a = [a_1, \ldots, a_n]^\tau \) is the unknown vector of parameters. \( \eta(t), \quad t \in \mathbb{R}, \) is the stationary stochastic process of errors which fulfills the following conditions:

1. \( E\eta(t) = 0, \quad E\eta^2(t) < \infty. \)
2. \( \eta(t), \quad t \in \mathbb{R}, \) allows a representation:

\[ \eta(t) = G(\xi(t)), \]

where:

(a) \( \xi(t) \) is a measurable, m.s. continuous, stationary Gaussian process with \( E(\xi(t)) = 0, \quad E(\xi^2(t)) = 1; \)
(b) The covariance function of \( \xi(t) \) has the following form:

\[ B(|t|) = \text{cov}(\xi(0), \xi(t)) = \frac{L(|t|)}{|t|^\alpha}, \quad 0 < \alpha < 1, \]

where \( L(t) \) is a real slowly varying function for large values of \( t \) (see e.g. [7]), bounded on each finite interval;
(c) The covariance function \( B(t) \) has a spectral density \( f(|\lambda|) \) which is a decreasing function for \( |\lambda| \geq \lambda_0, \lambda_0 \in \mathbb{R}_+; \)
(d) \( G(t) \) is a real, possible nonlinear Borel function such that \( E G^2(\xi(0)) < \infty. \)
It can be observed that in the case of assumption 2.(d) the function $G(t)$ allows the expansion

$$G(t) = \sum_{i=0}^{\infty} \frac{C_i}{i!} H_i(t), \quad C_i = \int_{-\infty}^{\infty} G(t) H_i(t) \phi(t) \, dt, \quad i \in \mathbb{N}_0,$$

where

$$\phi(t) = \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}},$$

and \{$H_i(t) : i \in \mathbb{N}_0$\} are Hermite polynomials with a unit leading coefficient forming a complete orthogonal system in the Hilbert space $L_2(R, \phi(t) \, dt)$.

3. The integer $m \geq 1$ exists such that $C_1 = C_2 = \ldots = C_{m-1} = 0$, $C_m \neq 0$. We say that $m = \text{rang } G$ (see e.q. [1,2]).

4. For the vector function $g(t)$, given $\alpha$ and $m$, the following limits exist and are finite:

$$l = \lim_{T \to \infty} d(T)^{-1} \int_0^1 \int_0^1 g(Tu) g(Tv)^T \frac{du \, dv}{|u-v|^\alpha} d(T)^{-1},$$

$$L = \lim_{T \to \infty} d(T)^{-1} V_1(T) d(T)^{-1},$$

$$V_1(T) = \int_0^1 g(uT) g(Tu)^T \, du = \frac{1}{T} V(T),$$

$$d(T) = \text{diag} (g_1(T), \ldots, g_n(T)).$$

Also let $l$ be the regular matrix.

We can see that our model is the model with stationary errors and the long-term dependence.

The problem we have been dealing with is estimating by the vector parameter $a$ using observations of the random process $\nu(t)$ during the time interval $[0, T]$. For this we have chosen the LS estimator. Here we have given some of its asymptotic properties.

3. **Asymptotic properties of the LSE of regression coefficients**

If the assumptions 1 and 2 are true for the process

$$\nu(t) = a^T g(t) + \eta(t), \quad t \in R,$$
then the LS estimator for the vector parameter $a$ on the continuous time interval $[0, T]$ has the following form:

$$\hat{a}(T) = V(T)^{-1} \int_0^T g(t) \nu(t) \, dt, \quad V(T) = \int_0^T g(t) g(t)^\top \, dt.$$  

It is to be noted that the matrix $V(T)$ under our conditions is a real, symmetric, positive definite matrix for all $T > 0$.

It is obvious that the estimator $\hat{a}(T)$ is unbiased. Also for the correlation matrix $D(\hat{a}(T))$ the following theorem holds:

**Theorem 1.** If the assumptions 1, 2, 3 and 4 hold for the process

$$\nu(t) = a^\top g(t) + \eta(t), \quad t \in \mathbb{R},$$

with $0 < \alpha < \frac{1}{m}$, then for the correlation matrix $D(\hat{a}(T))$ of the LS estimator of an unknown vector parameter $a$ the following holds:

$$\lim_{T \to \infty} \left\| d(T)^{-1} V(T) D(\hat{a}(T)) V(T) d(T)^{-1} L^{-m}(T) T^{m \alpha - 2} \frac{m!}{C_m^2} - l \right\| = 0. \quad (1)$$

This theorem makes an analysis of asymptotic behaviour of the correlation matrix $D(\hat{a}(T))$ easier. Therefore, by using it we can prove that LSE in the case of polynomial regression under our conditions is one consistent estimator in the sense that the correlation matrix tends to zero matrix (mean-square consistent, see eg. [5]). The following corollary and example confirm this.

**Corollary 1.** If the assumptions 1, 2, 3 and 4 are valid for the process

$$\nu(t) = a^\top g(t) + \eta(t), \quad t \in \mathbb{R},$$

with $0 < \alpha < \frac{1}{m}$ and let the matrix $L$ be regular. Then for the correlation matrix $D(\hat{a}(T))$ of the LS estimator of an unknown vector parameter $a$ the following holds:

$$\lim_{T \to \infty} \left\| d(T) D(\hat{a}(T)) d(T) L^{-m}(T) T^{m \alpha} \frac{m!}{C_m^2} - L^{-1} l L^{-1} \right\| = 0. \quad (2)$$

**Example 1.** If we consider the model with $g(t) = [t^{\nu_1}, \ldots, t^{\nu_n}]^\top$, $0 < \nu_1 < \ldots < \nu_n$, using Corollary 1., we can state that $\hat{a}(T)$ is one mean-square consistent estimator for the vector parameter $a$.

We can also give one representation for the asymptotic distribution of the process

$$X(T) = R(T)^{-1}(\hat{a}(T) - a),$$

$$R(T) = \frac{C_m}{\sqrt{m!}} L^{m/2}(T) T^{1-m/2} V(T)^{-1} d(T) l_1,$$
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where $l_1$ means the regular matrix such that $l = l_1l_1'$. The main result, described by Theorem 3., is proved using the reduction theorem (Theorem 2.) which makes it possible to describe an asymptotic distribution for the process

$$X(T) = R(T)^{-1}(\tilde{a}(T) - a),$$

in our model with that of the process

$$X_m(T) = \frac{C_m}{m!} R(T)^{-1}V(T)^{-1} \int_0^T g(t) H_m(\xi(t)) dt,$$

where $m = \text{rank} \ G$. In fact the following theorems hold:

**Theorem 2.** If we suppose that the assumptions 1, 2, 3 and 4 are fulfilled with $0 < \alpha < \frac{1}{m}$, then it holds:

$$\lim_{T \to \infty} E\|X(T) - X_m(T)\|^2 = 0.$$

This means that if one of the asymptotic distributions for $X(T)$ or for $X_m(T)$ exists, then the other one exists as well, and they are the same.

**Theorem 3.** Let us suppose that the assumptions 1, 2, 3 and 4 hold, that there exists the vector function $g'(u)$ for which

$$||d(T)^{-1}g(uT) - g'(u)|| \to 0, \text{ as } T \to \infty,$$

uniformly for $u \in [0, 1]$ and

$$\int_{\mathbb{R}^m} \left| \int_0^1 g'(u) e^{iu(\lambda_1 + \cdots + \lambda_m)} du \right|^2 \frac{d\lambda_1 \cdots d\lambda_m}{|\lambda_1 \cdots \lambda_m|^{1-\alpha}} < \infty,$$

where $m = \text{rang} \ G$. Then the process $X(T)$ converges in distribution to the random vector

$$\kappa = C \int_{\mathbb{R}^m} \left[ \int_0^1 g'(u) e^{iu(\lambda_1 + \cdots + \lambda_m)} du \right] \frac{W(d\lambda_1) \cdots W(d\lambda_m)}{|\lambda_1 \cdots \lambda_m|^{\frac{1-\alpha}{2}}},$$

$$C = \frac{\sqrt{\alpha^m}}{m! 2^m \Gamma^m(1 + \alpha) \cos^m \frac{\pi}{2}} l_1^{-1}.$$

$\int_{\mathbb{R}^m} W(d\lambda_1) \cdots W(d\lambda_m)$ means a multiple Wiener-Itô integral in the sense of the book Major [8].

**Remark 1.** If the model satisfies all conditions of this theorem then the correlation matrix for $\kappa$ can be calculated and it is

$$D(\kappa) = \frac{1}{(m!)^2} I.$$
Also, from the integral representation for \( \kappa \) it can be stated that for \( m = 1 \) \( \kappa \) has a multidimensional normal distribution with the correlation matrix which guarantees that the marginal distributions are independent and identical.

For \( m = 2 \) the integral representation guarantees that each component of \( \kappa \) has a Rosenblat distribution.

It is to be noted that the polynomial regression with the errors upon our assumptions satisfies all requirements from this section.
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