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INTRODUCTION AND MOTIVATION

It is not uncommon for studies of different phenomena
in science to be prone to the same mathematical appa-
ratus. Calculus, initially invented for use in mechanics
(Newton) and geometry (Leibniz), turned out to be quite
useful in diverse, unrelated branches of science from
quantum physics and biology to economics.

We could give a number of examples of phenomena,
models and theories to illustrate how disconnected topics
from different disciplines show the same mathematical
approach. However, we will mention only a few: the count
of paths and the count of Kekule valence structures in
the class of benzenoids representing a lattice. Another case

relates to the count of rotamers (isomers of n-alkanes in
3-D space embedded on a diamond lattice) with their re-
presentation in ternary code.1–4

With the advance of combinatorial chemistry, mole-
cular descriptors that were once invented for modeling
of only limited classes of molecules,5–7 such as paraffins,
have gained on importance as a collective classification
and identification tool for potentially useful new mole-
cules with prescribed properties. One of the key issues
of contemporary bioinformatics is sequence analysis.
Since both DNA and written text come in the form of a
finite sequence, it is not surprising that some methods
first designed by computer scientists for text analysis
have found applications in computational biology.

* The word tag has a new meaning and should not be confused with Expressed Sequences Tags or ESTs.
** Dedicated to Nenad Trinajsti} on the occasion of his 70th birthday.
*** Author to whom correspondence should be addressed. (E-mail: tomaz.pisanski@fmf.uni-lj.si)



In this paper, we highlight three ideas that were used
in the past in quite different contexts and show their
universal applicability.

1. A tagged sequence is a sequence in which sym-
bols are grouped into classes, called tags, and each tag is
assigned a numerical value. A sequence can then be re-
presented as a single number expressed in some base or
as a polynomial. This approach is known in combinato-
rics as the generating function approach.

2. Binary sequences can be described as certain grid
paths. In the case of certain metadiscourse elements,
such grid paths give a visual representation of previews
and reviews. Several parameters can be defined in order
to study the similarities or dissimilarities of texts.

3. Several novel methods have been proposed in the
study of DNA sequences. We single out the line distance
matrix and colored map visualization.

As a synthesis, we exchange the approaches: we ap-
ply grid path techniques to DNA sequencing and the line
distance matrix and colored map visualization to meta-
discourse.

The concept of metadiscourse has received a great
deal of attention in recent years within the context of ap-
plied linguistics. Research into metadiscourse has been
carried out by a number of authors,8–16 many of their
studies focusing on intercultural rhetorical differences in
academic discourse, in which successful intercultural dis-
course production/reception is essential. Hyland15 defines
metadiscourse as »the cover term for the self-reflective
expressions used to negotiate interactional meanings in a
text, assisting the writer (or speaker) to express a view-
point and engage with readers as members of a particu-
lar community«. Metadiscourse is used to organize a text
and help the reader interpret and evaluate it.

For practical reasons, this analysis is limited to two
types of metadiscourse used for signposting. Signposting
is a type of metadiscourse which helps the reader under-
stand how the propositional content of the text is orga-
nized. Two subtypes of signposting can be distinguish-
ed: retrospective signposting, or reviews, elements used
to remind the reader of what has already been said in the
text, and prospective signposting, or previews, elements
used to announce what is about to be presented in the
text. The sentences below are examples of a review and
preview, respectively, both from mathematics research
articles.

»We have noted in §1 that the Lebesgue integral is

not powerful enough to integrate every derivative.«

»Having established our terminology, we now consi-

der a central idea of this article, the Mandelbrot set, or

Mandelset.«

Graphical representations of DNA sequences, initiat-
ed by Hamori17 and subsequently expanded by Nandy and
others,18–22 illustrate some of the advantages of graphi-

cal representations of complex chemical, biochemical and
biological systems. One of the advantages of graphical
representations is that they allow visual inspection of si-
milarities/dissimilarities between complex systems that
need not be apparent from the raw experimental data.
Later on, it was shown how graphical representations of
DNA sequences lead to numerical characterizations of
such sequences and a subsequent quantitative analysis of
similarities/dissimilarities between the sequences based
on mathematical invariants of the sequences,21,23–25 and
most recently how graphical representation of bio-sequen-
ces can lead to sequence alignment.26

Extension of such considerations to proteome maps27–37

has offered the possibility of representing proteome maps
in a digital format suitable for computer storing, search,
and processing. These more recent extensions of graph
theoretical methodologies to complex biochemical sys-
tems would not have been possible without continuing
efforts within Chemical Graph Theory to characterize mole-
cular systems, including applications to the quantitative
structure-property/activity relationship, by mathematical
invariants derived from the matrices representing such sy-
stems.38,39

Matrix representations of complex chemical and bio-
logical systems have made it possible to obtain useful nu-
merical characterizations of DNA sequences,21,23–25 pro-
teome maps,27–37 and the »degree of folding« of pro-
teins.40–42 The origin of this methodology can be traced
to an earlier work on numerical characterization of the
»degree of bending« of the molecular skeleton of smal-
ler chain-like molecules, in which the notion of the dis-
tance/distance matrix, D/D, was introduced.43 The ap-
proach based on D/D matrices represents a special case
of the numerical representation of complex systems with
which a matrix can be associated. Such analysis can be
also applied to systems of unknown geometry as long as
one can associate with them suitable mathematical ob-
jects of definite geometry, which then allow matrix re-
presentation in the form of numerical matrices. Thus, when
considering DNA, the geometry of DNA is not required
(and is most often not known) because 2-D or 3-D geo-
metry of a mathematical object representing DNA is us-
ed to construct a matrix that represents DNA. Moreover,
one can construct a matrix for DNA even without any
graphical representation just by manipulating sequential
labels.44 Hence, it may be possible to construct mathe-
matical invariants even for structures that have no geo-
metrical representation, actual or fictitious.

TAGGED SEQUENCES – A MATHEMATICAL
MODEL

Let us assume we are given a finite alphabet S of sym-
bols. As it is customary in the theory of formal langua-
ges we denote by S* the set of all finite sequences form-
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ed from the symbols of S. Let P = {P0, P1,..., Pr–1} be
an ordered set partition of alphabet S. This means that
every symbol of S belongs to exactly one class of partition
P. Equivalently, we may define a mapping p: S � {0,
1,2,...} that assigns each symbol the index of its class:
p(a) = i if and only if a ∈Pi. We assume that p(S) is an
interval such that if j ∈p(S) and 0 � k < j, then k ∈p(S).
Note that p(S) can be considered to be an alphabet, so
each word from S* can be mapped to a word from
p(S)*. The structure (S, P, p) will be called a tagging
system. For a given sequence w and a tagging system,
the sequence w will be called a tagged sequence. A
tagged sequence can be viewed as a natural number ex-
pressed in base r or as a polynomial. If w is a sequence,
we will use wR to denote its reverse, i.e., the sequence
obtained from w by reading it backwards. If a word w is
tagged to p(w) and the first symbol is mapped to a
non-zero value, then we say that w is properly tagged.
Sometimes only a subset S' ⊆ S of symbols matters. In
such a case, we may extend the mapping p: S →
{e,0,1,...} where e denotes the empty word and p(a) = e

if and only if a ∈ S \ S'. The quadruple (S, S', P, p) is
called a reducing tagging system.

Let us explain these concepts using two simple
examples.

Example 1 – Let the alphabet be the standard Latin alpha-
bet and let it be partitioned into five vowels A,E,I,O,U
and consonants. If we map consonants to 0 and vowels to
1, the word DINOSAURUS is mapped to 0101011010.

Example 2 – Let the alphabet be the alphabet of the bases
A,C,G,T. If we map A to 0, C to 1, G to 2 and T to 3, the
DNA sequence ATGGTGCACCTGACTCCTGAG is
mapped to a tagged sequence 032232101132013113202.
Using a different tagging system, we may single out the
occurrences of the letter A: Let P0 = {C, G, T} and P1 =
{A}. Then the same sequence is mapped to a binary tag-
ged sequence 100000010000100000010.

METADISCOURSE MODELS AND SEQUENCES

In a study of metadiscourse models,45,46 a series of sci-
entific texts was first surveyed and prepared for analysis.
The text that is being analyzed for its metadiscourse is
divided into sections and sections are further subdivided
into subsections. Appearances of previews and reviews
are marked. Each preview is labeled by the letter P and a
target section is indicated. In the same way, a review is
labeled by the letter R.

EXOPHORIC TEXT I (P1 EXOPHORIC) (R1 I)(P2
EXOPHORIC)(P3 I) (R2 I) (R3 EXOPHORIC) (P4 I)
(R4 EXOPHORIC) II (P5 II) (R5 I) (P6 II) (P7 II) III
(R6 III) (R7 III) IV (R8 IV) (P8 VI) (P9 IV) V(P10 V)
VI (P11 VI) (R9 IV)

All other symbols are irrelevant for our purposes and
we keep only the symbols P and R and the reduced tag-
ging sequence is obtained from:

w = P R P P R R P R P R P P R R R P P P P R

by replacing each (P) by 1 and (R) by 0. This defines a
number written in binary that encodes the essence of the
position of metadiscourse elements in a given text. In
principle, other metadiscourse elements could have been
taken and encoded in a similar way. By considering d

distinct metadiscourse elements and using 0 to represent
words, sections or other non-metadiscourse elements, it
would be possible to represent the text under analysis as
a number in base (d+1) if no reductions are used.

THE STAIR DIAGRAM

For a given binary sequence w, we may define the stair
diagram in a grid. We start at the bottom left corner in
(0,0). If the next symbol is 0, we move one step to the
right; if the symbol is 1, we move one step upwards. The
result is a stair-like diagram from (0,0) to (a,b) where a

= 0(w) and b = 1(w). The slope k = b / a indicates the
ratio between ones and zeros in w. If k > 1, there are
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Figure 1. A tree composed from the original sequence45 of meta-
discourse data, showing not only the position of previews and re-
views but also their scope in the tree-like structure of the docu-
ment under analysis.46 In this paper, only the linear structure of
the document is considered.



more ones than zeros in w. Clearly |w | = a + b is the
length of w. We may count the number of bends b(w) :=
01(w) + 10(w). Another interesting measure is how many
of the stairs lie below and how many above the line pas-
sing through the points (0,0) and (a,b). This line is called
the critical line. Measuring the two areas is an interest-
ing exercise in computer programming. The word w can
be partitioned into sub-words that have the area alternat-
ing below and above the critical line.

Since one would expect to have more previews in the
first part of discourse and more reviews in the last part
of discourse, one would expect to have the stairs mostly
below the critical line. With regard to Figure 2, we men-
tion in passing that with suitable orientation the same dia-
gram represents a path in a lattice and can be used for
the count of paths in benzenoid hydrocarbons47 and con-
figurations in CI (configuration interaction)48 calculations
of quantum chemistry. There is also a relationship to Ca-
talan numbers.49 In graph theory, several matrices are as-
sociated to a graph. In the following, we use important
properties of the distance matrix, an object well-known
in graph theory.50

THE SEQUENCE AND A SYMBOL

Let us consider a DNA sequence (of four nucleotides
A,T,G,C) and represent distances between occurrences

of A (or distances between T, or G or C). For example,
the first exon of human b-globin gene starts as:
ATGGTGCACCTGACTCCTGAG... We will consider
only the sequence composed of the first 21 nucleotides
and focus on G only. Instead of taking G, we could have
taken any other base and repeat the analysis four times.

w = ATGGTGCACCTGACTCCTGAG

Positions of G in the sequence can be written in the
vector

t = (3,4,6,12,19,21).

If we are interested only in the appearance of G in
w, we denote this as:

(w,G) = ATGGTGCACCTGACTCCTGAG

where any symbol following the rightmost occurrence of
G may be deleted. Since other symbols are irrelevant,
(w,G) in fact represents:

(w,G) = NNGGNGNNNNNGNNNNNNGNG

where N stands for any symbol different from G.

Reducing the Sequence to a Single Number

We may reduce the information stored in (w,x) to a single
number, which we denote by N(w,x). Note that the ma-
trix D(w,G) does not change if some symbols different
from G are added at the tail of the sequence (w,G) =
NNGGNGNNNNNGNNNNNNGNG. Hence, we may en-
code this in binary:

(w,G) = 001101000001000000101.

Since this sequence ends in 1, it represents proper
tagging. By reversing the binary sequence, we obtain:

R(w,G) = 101000001000000101100

We may read this as a natural number N(w,G) repre-
sented in binary.

N(w,G) = 1010000001000001011002 = 1312812

Line Distance Matrix from a Number

The process can be reversed. This means that we may
associate to each natural number N the distance matrix
LD(N) by first writing N in binary, reversing the sequen-
ce and then associating the matrix to the sequence. The
number of rows and columns of LD is the number of ones
in the binary representation of N. Furthermore, matrix LD

is defined as follows:
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Figure 2. The stair diagram of the sequence of reviews and pre-
views P R P P R R P R P R P P R R R P P P P R. The text starts in the
bottom left and ends in the top right corner. It begins with a single
preview (P) and a single review (R). Various parameters can be
computed, such as the number of stairs or the ratio of the number
of stairs 6 to the number of metadiscourse elements 20 equaling
3/10. The number of bends b(w) = 11. The slope of the stairs is
defined by the quotient reviews(w)/previews(w) = 9/11.

(a) R. P. Feynman and R. B. Leighton, in: M. Sands (Ed.), The Feyn-
man Lectures on Physics, Volume II. Mainly Electromagnetics and
Matter, Addison Wesley, Reading, MA, USA, 1964. This work was
the object of the lingvistic analysis in Refs. 45 and 46.



(LD)ij represents the distance between the i-th and
j-th occurrences of »1« in the binary representation of N.

This works in a more general setting. Let w be a se-
quence and let x be a symbol occurring in such a sequen-
ce. We denote such a pair by (w,x).

Examples:

1. For example, w may be a DNA sequence and x

any of the base codons.

2. Sequence w may represent a protein and x the po-
sition of a given amino acid.

3. w may represent a text, a word or a sentence and x

may be any letter appearing in a given text.

4. Sequence w may represent a given text, the sym-
bols are words and x is a given preview (or review).

We will model various sequences as special graphs,
called paths. The edges of such a path can be weighted
by the actual distance between two consecutive occur-
rences of a given symbol x. To each weighted path, we
may associate a line distance matrix LD(w,x).

The distance matrix of a graph can be easily con-
structed using the adjacency matrix of the graph, A(w,x),
and one of the standard algorithms for constructing the
distance matrix of a graph.51–55 The elements [D]ij of D

are defined as follows:

[D]ij = d if the occurrences of symbols xi and xj are
at a distance d (1).

In case w = ATGGTGCACCTGACTCCTGAG

(w,G) = NNGGNGNNNNNGNNNNNNGNG

where X stands for any symbol different from G and its
corresponding line distance matrix is:

D(w, G) =

0 1 3 9 16 18

1 0 2 8 15 17

3 2 0 6 13 15

9 8 6 0 7 9

16 15 13 7 0 2

18 17 15 9 2 0

























In the paper by Jakli~, Pisanski, and Randi},56 it is
proven that line distance matrices of size n have one
positive and n–1 negative eigenvalues. Visual represen-
tation of Cauchy’s interlacing property for line distance
matrices is considered. It is also shown that the line dis-
tance matrix is completely determined by its first row. In
particular, if the sequence t = (t1, t2,..., tn), 0 < t1 < t2 <...
< tn, be a given vector. Then the n × n matrix:

(D)ij =
t t j i

t t j i

i j

j i

− ≤
− >





,

,

is the distance matrix for the interval with the subdivi-
sion given by 0 < t1 < t2 <... < tn.

Since line distance matrices are symmetric, their ei-
genvalues are real. It is interesting to study the distribu-
tion of eigenvalues. Jakli~, Pisanski, and Randi}56 obtain-
ed the following results.

Theorem. – (Jakli~, Pisanski, Randi}):56 Let D ∈ Rn×n be
a line distance matrix, defined by a vector t and let D(i)

:= D(1:i,1:i), i = 1, 2,...,n be its principal submatrices.
Let li(D(i)) ≤ li–1(D(i)) ≤ ... ≤ l1(D(i)) be the eigenvalues
of matrix D(i). Then l1(D(i)) > 0, l2(D(i)) < 0 for i > 1
and li(D(1)) = 0.

Since, D = D(n) the following corollary holds.

Corollary. – (Jakli~, Pisanski, Randi}):56 A line distance
matrix has exactly one positive eigenvalue.

According to Cauchy’s Interlacing Theorem,57 the
eigenvalues of principal submatrices of line distance ma-
trices interlace. We may apply this analysis to the se-
quence of previews and reviews:

P R P P R R P R P R P P R R R P P P P R
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

CASE I, SYMBOL P:
tP = [1 3 4 7 9 11 12 16 17 18 19]

The line distance matrix can be computed directly from
the definition of a distance matrix. However, in that case,
the first row of the matrix determines the rest of the mat-
rix. The matrix is symmetric. Hence, if we construct the
upper triangle, the rest of the matrix is determined. Each
subsequent row of the upper triangle is obtained by
subtracting the first element of the previous row from
the current element of the previous row:

0 2 3 6 8 10 11 15 16 17 18

2 0 1 4 6 8 9 13 14 15 16

3 1 0 3 5 7 8 12 13 14 15

6 4 3 0 2 4 5 9 10 11 12

8 6 5 2 0 2 3 7 8 9 10

10 8 7 4 2 0 1 5 6 7 8

11 9 8 5 3 1 0 4 5 6 7

15 13 12 9 7 5 4 0 1 2 3

16 14 13 10 8 6 5 1 0 1 2

17 15 14 11 9 7 6 2 1 0 1

18 16 15 12 10 8 7 3 2 1 0

Eigenvalues (P):

–49.9751, –14.5629, –4.2278, –2.9771, –2.4206,
–1.4112, –0.9754, –0.8010, –0.7894, –0.5823, 78.7228.

ANALYSIS OF TAGGED SEQUENCES 257

Croat. Chem. Acta 81 (2) 253–261 (2008)



Their graphical representation is shown in Figure 3.
Cauchy’s interlacing property for the eigenvalues of the
principal submatrices of the line distance matrix D is
presented.

and the interlacing eigenvalues of the principal subma-
trices are presented in Figure 4.
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Eigenvalues of the principal submatrices can be written
in a triangular structure:

0

–2.0000 2.0000

–3.2019 –0.9112 4.1131

–6.4069 –2.8158 –0.7967 10.0194

–10.8861 –3.2883 –1.6257 –0.7952 16.5953

–15.8284 –4.2554 –2.2911 –1.2817 –0.7941 24.4506

–20.8542 –5.2138 –2.5326 –1.4534 –0.8391 –0.7939 31.6869

–27.0232 –9.1552 –3.6648 –2.5111 –1.4055 –0.8033 –0.7905 45.3536

–34.5758 –11.7979 –3.9527 –2.5253 –1.4144 –0.9566 –0.7975 –0.7878 56.8080

–42.3298 –13.3568 –4.0783 –2.5584 –1.7864 –1.4008 –0.8045 –0.7914 –0.6560 67.7624

–49.9751 –14.5629 –4.2278 –2.9771 –2.4206 –1.4112 –0.9754 –0.8010 –0.7894 –0.5823 78.7228

Figure 3. Cauchy’s interlacing property for previews (P).

0

–3.0000 3.0000

–4.5529 –0.9568 5.5096

–6.4069 –2.8158 –0.7967 10.0194

–9.5062 –4.2182 –1.5162 –0.7881 16.0287

–14.5817 –6.0459 –2.6183 –1.3732 –0.7868 25.4059

–20.4478 –6.8576 –2.9045 –1.4270 –0.9071 –0.7867 33.3308

–26.0871 –7.4434 –3.0907 –1.7722 –1.3317 –0.7870 –0.6528 41.1649

–33.0633 –12.0259 –5.4694 –3.0583 –1.6223 –1.3094 –0.7868 –0.6435 57.9789

CASE II: If we take (R) instead of (P) in the same se-
quence, we obtain the following results.

tR = [2 5 6 8 10 13 14 15 20]

Line distance matrix:

0 3 4 6 8 11 12 13 18

3 0 1 3 5 8 9 10 15

4 1 0 2 4 7 8 9 14

6 3 2 0 2 5 6 7 12

8 5 4 2 0 3 4 5 10

11 8 7 5 3 0 1 2 7

12 9 8 6 4 1 0 1 6

13 10 9 7 5 2 1 0 5

18 15 14 12 10 7 6 5 0

Eigenvalues (R):

–33.0633 –12.0259 –5.4694 –3.0583 –1.6223
–1.3094 –0.7868 –0.6435 57.9789



Let us Visualize this Interesting Property

There is one vertex in the top layer, two vertices in the
next layer, etc. Each layer has one more vertex than the
previous layer. The horizontal location of each vertex of
the k-th layer is determined by the corresponding eigen-
value of the k by k principal submatrix. The i-th vertex
in the k-th layer is joined to the i-th and (i+1)-st vertex
in the (k+1)-st layer. Due to the interlacing property, the
grid is planar and there is no intersection of the edges.

SEQUENCES AND COLORED MAPS

Milan Randi}22 associated a planar map to a DNA sequen-
ce in such a way that each of the four bases was encoded
with a color. This approach was later generalized.58,59

Here, we briefly touch upon the subject. An interested
reader can find further details in our references.

The same sequence can be regarded as a path in va-
rious meshes. In the examples presented here we take
the sequence:

w = P R P P R R P R P R P P R R R P P P P R

If we put it as a spiral into a triangular mesh, we ob-
tain a two-colored map containing 4 »R« regions and three
»P« regions, see Figures 5 and 6. The same sequence can
be put into the square mesh, see Figure 7 or into a hexa-
gonal mesh, see Figure 8.

Maps can be used for visual representation of a
complicated sequence. On the other hand, from each
map one can generate an auxiliary graph whose vertices
are colored regions and edges are inserted if two regions
are adjacent. In case only two colors are used, the aux-
iliary graph is necessarily bipartite. For instance, the
auxiliary graph of Figure 8 is a path P4 on 4 vertices.

CONCLUSIONS

In this paper, we have shown that several questions
related to sequences arising from a variety of problems
from unrelated scientific disciplines can be studied with
the same mathematical model, which we call tagged
sequences. We have not shown specific applications of
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Figure 4. Cauchy’s interlacing property for reviews (R).

Figure 5. Triangular mesh.

Figure 6. The order of symbols in sequence spirals in the trian-
gular mesh.

Figure 7. Square mesh.

Figure 8. Hexagonal mesh.



this approach. This will be the goal of another study.
However, several examples have been presented and some
interesting observations follow if we transfer the newly
discovered techniques from linguistics into bioinforma-
tics and vice versa.
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SA@ETAK

Analiza nizova svrstanih elemenata pomo}u matrice udaljenosti na pravcu i staza na re{etci

Agnes Pisanski-Peterlin i Toma` Pisanski

Nizovi ~iji elementi pripadaju odre|enim vrstama, javljaju se u raznim podru~jima prirodnih i humanisti~kih
znanosti, i mogu se analizirati sli~nim matemati~kim sredstvima. U radu je prikazan novi pristup, primjenljiv
za analizu DNA i proteinskih nizova kao i za analizu strukture teksta.
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