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A system for speaker tracking in broadcast-news audio data is presented and the impacts of the main components of the system to the overall speaker-tracking performance are evaluated. The process of speaker tracking in continuous audio streams involves several processing tasks and is therefore treated as a multistage process. The main building blocks of such system include the components for audio segmentation, speech detection, speaker clustering and speaker identification. The aim of the first three processes is to find homogeneous regions in continuous audio streams that belong to one speaker and to join each region of the same speaker together. The task of organizing the audio data in this way is known as a speaker diarization and plays an important role in various speech-processing applications. In our case the impact of speaker diarization was assessed in a speaker-tracking system by performing a comparative study of how each of the component influenced the overall speaker-detection results. The evaluation experiments were performed on broadcast-news audio data with a speaker-tracking system, which was capable of detecting 41 target speakers. We implemented several different approaches in each component of the system and compared their performances by inspecting the final speaker-tracking results. The evaluation results indicate the importance of the audio-segmentation and speech-detection components, while no significant improvement of the overall results was achieved by additionally including a speaker-clustering component to the speaker-tracking system.
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1. Introduction

With the increasing availability of audio data derived from various multimedia sources comes an increasing need for efficient and effective means for searching through and indexing this type of information. Searching or tagging speech based on who is speaking is one of the more basic components required for dealing with spoken documents collected in large audio-data archives, such as recordings of broadcast news or recorded meetings. In this paper we focus on the indexing and searching of speakers in audio broadcast news (BN).

The audio data of BN shows present a typical multi-speaker environment. The goal when searching and indexing target speakers in such an environment is to find and identify the regions in the audio streams that belong to the target speakers and produce an efficient way for accessing these regions in the audio-data archives. The task of finding such speaker-defined regions is known as a speaker diarization task and was first introduced in the Rich Transcription project in 'Who spoke when' evaluations, [8]. The task of identifying the regions associated with particular speakers is known as a speaker-tracking task and was defined during a 1999 NIST Speaker Recognition evaluation, [16]. While diarization and tracking procedures serve for the detection of speakers in audio data, the purpose of speaker indexing is the organization of audio data according to detected speakers for efficient speaker-based audio-retrieval. In this paper we present approaches of speaker diarization and tracking in multi-speaker audio BN data and measure their influences to the overall speaker-tracking performance.

*This work was supported by the Slovenian Research Agency (ARRS), development project M2-0210 (C) entitled “AvID: Audiovisual speaker identification and emotion detection for secure communications.”
The paper is organized as follows. In Section 2 we describe in more detail a system for speaker diarization, that is composed of several components, which include procedures for audio segmentation, speech detection, speaker clustering and speaker identification. In the following subsections we give an overview of all of the above procedures and provide more details of the approaches that were implemented to build a system for speaker tracking in BN shows. Each component of the system was separately tested and different approaches were compared. In Section 3 we present experiments and evaluate the results for the Slovenian audio BN database, where we explore the impact of each of the procedures on the overall speaker-tracking results. Finally, discussion of results and conclusions are given in the last sections.

2. Speaker Diarization in Continuous Audio Streams

Speaker diarization is the process of partitioning input audio data into homogeneous segments according to the speakers’ identities. The aim of speaker diarization is to improve the readability of an automatic transcription by structuring the audio stream into speaker turns, and, in cases when it is used together with speaker-identification systems, to provide the speaker’s true identity. Such information is of interest for several speech- and audio-processing applications. For example, in automatic speech-recognition systems, the information can be used for unsupervised speaker adaptation [1, 17], which can significantly improve the performance of speech recognition in large-vocabulary continuous-speech-recognition (LVCSR) systems [11, 33, 4]. This information can be also applied for the indexing of multimedia documents, where homogeneous speaker or acoustic segments usually represent the basic units for indexing and searching in large archives of spoken audio documents, [15]. The outputs of a speaker-diarization system are also used in speaker-identification and speaker-tracking systems, [6, 22], which was also the case in our presented application.

Most speaker-diarization systems for the detection of speakers in continuous audio streams have a similar general architecture, [3, 31]. First, the signal is chopped into homogeneous segments. The segment boundaries are located by finding the acoustic changes in the signal, with each segment expected to contain speech from just one speaker. Those segments that do not represent speech data are additionally detected and discarded from any further processing. The resulting segments are then clustered according to speakers, i.e., all segments of one speaker are grouped in a cluster. During the final stage, each cluster is labeled with a corresponding speaker-identification name, or it is left unlabeled if the speech data in the cluster do not correspond to any of the previously enrolled target speakers. As such, speaker diarization in continuous audio streams is a multistage process made up of four main modules: audio segmentation, speech detection, speaker clustering and speaker identification.

The baseline speaker-indexing system architecture, that was followed in this study, is shown in Figure 1. First, the audio signal is processed in an audio-segmentation module, where timestamps are produced at the locations of the detected acoustic changes. Audio data are thus partitioned into small homogeneous segments labeled with the starting and ending times of each segment (segments: \([st_i, et_i]\) in Figure 1). It is expected that each such segment contains data from just one acoustic source, i.e., the speech from one speaker or non-speech data corresponding to music, silence or another non-speech source. Therefore, the obtained segments should be additionally divided into those containing either speech or non-speech data; this procedure requires a speech-detection module. The non-speech segments are marked as [NS, st_i, et_i] in Figure 1 and are discarded from further processing. Only the speech segments are then passed through the speaker-clustering module. The aim of speaker clustering is to merge the speech segments from each speaker together. Here, a major problem is that the information about the speakers and the actual number of speakers are unknown a priori and need to be automatically determined. At this stage, only relative speaker labels are produced and segments are marked with automatically derived cluster names (segments \([C_i, st_i, et_i]\) in Figure 1). The true identities of the speakers are obtained in a speaker-identification module in the next stage. Here, a multiple-speaker
verification of each cluster is performed. A speaker-identification module is capable of recognizing just those speakers, who are present in the repository of target speakers and are previously enrolled in the system. The speech data from clusters that do not correspond to any of the speakers in the target group should be marked as unknown-speaker data. At the end, a speaker index is derived, which is used as a basis for searching and tracking speakers in the audio database.

In our speaker-based indexing system all of the components of the system were implemented in such a way that in each processing task different approaches could be applied. In the following subsections each component of the system is described in more details.

2.1. Audio Segmentation

We implemented two different audio-segmentation procedures, which both aimed to find timestamps in audio streams at changes between different speakers or acoustic environments and were both based on the Bayesian Information Criterion (BIC), [5].

When the BIC is used as a model selection criterion for the audio segmentation, a problem of change detection is reformulated as a model selection task between two competing models and is defined as follows. If we assume that each acoustically homogeneous segment, which is represented by a sequence of frame-based acoustic feature vectors, i.e., \( Z = x_1, \ldots, x_t, \ldots, x_N \), can be modeled as one multivariate Gaussian process \( Z \sim N(\mu, \Sigma_Z) \), the
detection of change points can be presented as a model selection problem between the following two nested models [5]:

\[
M_1 : Z = x_1, \ldots, x_t, \ldots, x_N \sim N(\mu_Z, \Sigma_Z)
\]

and

\[
M_2 : X = x_1, \ldots, x_t \sim N(\mu_X, \Sigma_X);
Y = x_{t+1}, \ldots, x_N \sim N(\mu_Y, \Sigma_Y).
\]

The first model \(M_1\) assumes that all data are derived from a single Gaussian process, while the model \(M_2\) assumes that the data to point \(t\) are drawn from one Gaussian, while the last \(N - t\) data samples are drawn from another Gaussian. One of the possible measures for choosing the model that better suits to the given data presents a difference in BIC values between these two models that is computed as:

\[
\Delta_{BIC}^{XY}(t) = \frac{1}{2} \left( N \log |\Sigma_Z| - t \log |\Sigma_X| \right) - (N-t) \log |\Sigma_Y| - \frac{\lambda}{2} \left( d + \frac{1}{2} d(d+1) \right) \log N, \tag{1}
\]

where \(\Sigma_X, \Sigma_Y\) and \(\Sigma_Z\) are full-covariance matrices of the Gaussian distributions, estimated from the data \(X, Y\) and \(Z\), respectively. \(d\) is a dimension of the features vectors \(x_i\). While the first term in (1) corresponds to a difference in log-likelihoods of models \(M_2\) and \(M_1\), the second term presents a difference in number of parameters of both models. The first term accounts for the quality of the match between the model and the data, while the second one is a penalty for the model complexity with \(\lambda\) allowing the tuning of the balance between the two terms.

In the first segmentation procedure a standard approach of finding acoustic-change detection points was followed, which was first proposed in [5] and improved in [32]. This procedure processed the audio data in a single pass while searching for change points within a window using the \(\Delta_{BIC}\) measure, defined in (1). Candidates for segment boundaries were points \(t\), where \(\Delta_{BIC}(t) > 0\), and among them a point with the highest \(\Delta_{BIC}\) score was selected as a change point. In this case, the window was moved to that position, while the length of the window was set to the initial size, and the computation of \(\Delta_{BIC}\) continued within the new window. If there were no change points in the initial window (\(\Delta_{BIC}^{XY}(t) < 0\) for all points \(t\) within the window), a window was increased by additional length, and the computation of \(\Delta_{BIC}^{XY}\) was redone on the extended window. These steps were repeated until there were no more data for processing. The threshold, which was implicitly included in the penalty term of the BIC score, had to be given in advance and was in our case estimated from the training data. This procedure is widely used in most of the current audio-segmentation systems [31, 8, 27, 13, 38].

The alternative procedure, which was also tested in our system, was based on a DISTBIC approach, [7]. A segmentation with this approach was done in two passes. In the first pass, candidate points for change detections were computed, while in the second pass a validation of these candidates was done. The segmentation in this case was performed in three main steps:

1. a symmetric Kullback-Leibler (KL2) distance [28] was computed for each point in an audio stream in the following way: the KL2 distance for one point was computed from two adjacent fixed-length analysis windows surrounding that point; and such calculation was performed for every frame in an audio stream. Additionally, a frame-skip was introduced to speed up the calculation process.

2. segment-boundary candidates were produced by finding the peaks in the distance function: segment boundaries were selected at time locations, where KL2 values exceed a pre-determined threshold chosen on a development data. Additional smoothing of the distance function and elimination of the smaller neighboring peaks within a certain minimum duration was applied to prevent over-generation of segment candidates at true boundaries.

3. validation of segment-boundary candidates were performed by using the \(\Delta_{BIC}\) measure: a candidate point at time \(t_i\) was accepted as a segment boundary, if \(\Delta_{BIC}^{XY}(t_i) > 0\). The \(\Delta_{BIC}^{XY}(t_i)\) was computed on \(X = x_{t_i-1}, \ldots, x_{t_i}\) and \(Y = x_{t_i+1}, \ldots, x_{t_{i+1}}\) by using the formula, defined in (1), where \(t_{i-1}\) and \(t_{i+1}\) correspond to the times of previous and next candidate, respectively.

This method tends to be less independent on the average segment size and can greatly reduce computational time of a segmentation process due to less frequent usage of a computationally expensive BIC measure.
The outputs of the audio-segmentation modules in both cases were acoustic-change detection points, which defined basic audio segments for further processing.

2.2. Speech Detection

Since the audio stream was already segmented into homogeneous regions of audio data based on acoustic changes, the speech-detection module had to distinguish which segments correspond to either speech or non-speech data.

A general approach, that was also followed in our speaker-diarization system, is a maximum-likelihood classification with Gaussian Mixture Models (GMMs), which are trained on manually labeled training data [34, 21, 9, 27, 12, 29].

The main issue in such classification is how to adequately represent speech and non-speech data.

We implemented three different representations:

1. a standard acoustic representation of audio signals: mel-frequency cepstral coefficients (MFCCs) were computed in the same manner as they are produced in the standard speech-recognition systems. Several GMMs were estimated to represent various acoustic speech and non-speech events (normal/telephone speech, music, silences, background noises, etc.).

2. phoneme-recognition features, based on consonant-vowel pairs (CV) obtained from simple phoneme speech recognizers: this representation is more suitable for speech/non-speech classification as shown in [39, 19]. Here, just two GMMs were trained, one model for speech and the other for non-speech data.

3. fusion of acoustic and phoneme-recognition features: both representations were joined in a fusion classification system also with just two GMMs, [39].

The standard MFCC-based representations are very common in systems, where a speech detection is used as a front-end for further processing of speech data, e.g. in speech- and speaker-recognition systems, where the same set of features can be used in later processing stages. However, a modeling of speech and non-speech data with just acoustic representations causes less robust performances of such systems, since several models have to be built to cover various acoustic phenomena, that are expected when processing audio data. To overcome these limitations we implemented a high-level representation of audio signals, based on phoneme-recognition features, which was first proposed in [39] and extensively tested on BN audio data in [19, 40].

The speech detection in all cases was performed by classifying each segment in an audio stream to speech or non-speech according to GMM that produced the highest likelihood from the given data, whereas in the phoneme-recognition and in the fusion case just two GMMs were used. The detected speech segments were subsequently passed to a speaker-clustering module, while the non-speech segments were discarded from any further processing.

2.3. Speaker Clustering

The purpose of this stage is to associate or cluster together segments from the same speaker. In ideal case, such clustering should be produced where all segments of each speaker are grouped in a single cluster.

The general method, that was also implemented in our system, is to perform agglomerative clustering using a bottom-up approach, [30], with the BIC measure as a merging criterion. Such clustering can be described in three main steps:

1. initialization:
   each segment \( C_i \) present one cluster;
   initial clustering is \( C_0 = \{ C_i | i = 1, ..., N \} \)

2. merging procedure:
   Repeat:
   - Among all possible pairs of clusters \( (C_r, C_s) \) in \( C_{t-1} \) find the one, say \( (C_i, C_j) \), such that
     \[
     \Delta_{BIC}(C_i, C_j) = \max \Delta_{BIC}(C_r, C_s)
     \]
   - Define \( C_q = C_i \cup C_j \) and produce new clustering \( C_t = (C_{t-1} - \{ C_i, C_j \}) \cup \{ C_q \} \)

3. stopping criterion:
   The merging procedure is repeated until in \( C_t \) exists such pairs \( (C_r, C_s) \), for which
   \[
   \Delta_{BIC}(C_r, C_s) > 0.0.
   \]

In the merging procedure the joining of clusters was performed by searching for the maximum
BIC score among all the possible pair-wise combinations of clusters. The BIC measure was the same as the one used for the audio segmentation, that is defined in (1), but it needed to be reformulated in the following way: the $\Delta_{BIC}$ score was in the segmentation case computed from the Gaussians, estimated from the data $X$, $Y$, which presented the segment of data $X \cup Y$, divided at time $t$. In the clustering case, the data were constructed from the data of the current processing clusters $C_r$ and $C_s$, i.e., $X = C_r$ and $Y = C_s$, where a dividing point at time $t$ was obsolete. Therefore $\Delta_{BIC}(C_r, C_s)$ was defined as $\Delta_{BIC}(C_r, C_s) := \Delta_{BIC}^{C_r\rightarrow C_s}(\cdot)$ without the time $t$. The merging process was stopped when the highest BIC score was lower than a specified threshold, which was in our case set to 0.0.

The output of the speaker-clustering module produced relative segment labels (for example ‘spk1’), which corresponded to speaker clusters.

At this stage several improvements can be made to increase the performance of the speaker diarization, like joint segmentation and clustering [18] and/or cluster re-combination [36], but in our speaker-tracking system we found no additional improvement in the performance when applying some of these methods. Note that this is also the final stage of the speaker-diarization process.

2.4. Speaker Identification

Since speaker-diarization systems only produce relative speaker labels, additional modules for speaker identification have to be included in the system, when the true identities of the speakers are needed. We decided to follow the standard approach of building speaker models for people who are likely to be in the news broadcasts (such as prominent politicians or main news anchors and reporters) and including these models in the last stage of our speaker-tracking system.

A speaker-identification component was adopted from a speaker-verification system that was originally designed for the detection of speakers in conversational telephone speech, [16]. The speaker-verification system was based on the standard Gaussian Mixture Model – Universal Background model (GMM-UBM) approach, [26].

The speaker models, which are needed in the speaker-identification component, were built in the enrolment stage, following the classical MAP adaptation approach [10, 26]. First, the UBM was trained from the pooled data of large number of different speakers, using the maximum likelihood criterion. After that, speech data from each target speaker was used to build the speaker models by adapting the means of all Gaussian components of the UBM, [26].

In the speaker-identification stage for each cluster $C_i$ it had to be decided, to which speaker $S_j$, from the set of known speakers $S$, the cluster $C_i$ belongs. This decision was based on the maximum likelihood criterion:

$$S_j = \arg \max_{S_k \in S} \log p(X_{C_i} | M_{S_k})$$

(4)

where $X_{C_i}$ represents all the data (i.e., the set of acoustic feature vectors) from the cluster $C_i$ and $M_{S_k}$ is a GMM model of the hypothesized speaker $S_k$. To account for the possibility that the cluster $C_i$ did not belong to any speaker from the set of known speakers, the final decision was made after comparing the likelihood of the winning model to the likelihood of the unknown-speaker model, which was represented by the UBM.

We additionally applied feature warping [23] and t-norm score normalization [2] techniques in all of our experiments to compensate for different channel effects. However, less efforts were taken to explicitly verify the effectiveness of these methods in the tested speaker-tracking system, since our research was more focused on measuring the impacts of speaker-diarization tasks to the speaker-identification process.

The results of this module were audio segments with the true speaker identification labels. Those segments that included the data which did not belong to any of the enrolled speakers got empty labels corresponding to ‘unknown’ speakers. These results presented the final outputs of our system. Audio streams equipped with such information can be further used for retrieving of speakers in various speaker-tracking applications.

3. Evaluation Experiments

Presented speaker-tracking system was evaluated on the SiBN database [37], which consisted of 33 hours of BN shows in Slovene. Twenty
hours were used for an estimation of all the open parameters in all the components of our diarization system, and the remaining 12 hours served for the assessment of the system’s performance.

A tuning of the open parameters in audio-segmentation, speech-detection and speaker-clustering modules corresponded to optimizing the overall speaker-diarization performance on the training data.

In the audio-segmentation module, we had to tune open parameters of both implemented segmentation procedures. In the first — **standard BIC** — approach a threshold in the BIC measure and the parameters of the analysis windows had to be estimated. Setting the parameters of analysis windows included determining an initial window length, an extension parameter and a maximum window duration. An initial window was set to 2.0 s, an extension parameter to 1.0 s and a maximum window size was 10.0 s. A threshold was determined by setting the penalty factor $\lambda$ of the $\Delta_{BIC}$ measure in (1). It was set so as to detect as many true change-detection points in the audio streams, while, at the same time, to preserve a low rate of miss-detected segment boundaries. The emphasis was put more on the detection of true segment boundaries, even if additional segment boundaries were falsely detected. As a result, over-segmented audio streams were produced, but they had almost no influence on the overall speaker-diarization results when using them as inputs for the speaker-clustering module. In the case of under-segmented audio data, it was found that they could severely degrade the speaker-diarization and tracking performance.

In the case of the **DISTBIC** approach, we had to set several open parameters for finding change-detection candidates in the first and second steps of the approach and, in the last step, a penalty factor $\lambda$ had to be determined in the $\Delta_{BIC}$ measure. A length of the adjacent windows in the first step was fixed to 2.0 s, while the frame-skip for calculating the KL2 measure was set to 0.1 s. In the second step, additional parameters needed to be assigned to find appropriate local-maximum points for the segmentation-boundary candidates. The minimum duration between two consecutive local-maxima was set to 1.0 s, while the threshold, above which the local-maximum points were appointed as segment-boundary candidates, was adjusted based on the development data. A tuning of the $\lambda$ in the last step was done in the same manner as in the previous approach.

In the speech-detection module, a classification framework was based on the GMMs and three different audio signal representations were tested. In all the approaches, a set of GMMs were trained on speech and non-speech data from the training part of the SiBN database. In the first approach the GMMs were trained based on the acoustic features, implemented by the first 12 MFCCs and a short-term energy with their first derivatives. By using such features several different GMMs for detecting speech and non-speech were produced trained on: broadband and telephone speech, silences, music, and noisy background data.

In the second approach, we tested our proposed representation based on the phoneme-recognition features. In this approach, a parametrization was made from four phoneme features [39], derived from detected consonant-vowels (CV) pairs. Therefore, we had to implement a simple phoneme recognizer to detect CV from audio signals. The recognizer was built in a standard way, using HMMs trained on Slovenian data. For this approach only two GMMs were trained, one for each class.

In the third approach we joined both representations in a fusion system. The fusion was achieved by using a state synchronous two-stream GMMs, [24].

In the bottom-up clustering approach in the speaker-clustering module just a penalty factor $\lambda$ in the $\Delta_{BIC}$ measure from (2) was tuned. The same $\lambda$ was also used in (3), which defined a threshold for stopping a merging process. The $\lambda$ was set to optimize the overall speaker-tracking performance on the training data. Here, the same phenomena were explored as in the audio-segmentation module. By setting a proper threshold we could optimize the speaker-diarization performance on the training data, but it was found that this did not necessarily reflect in the overall best performance of the speaker-tracking system. The optimal performance was achieved in the case when the clusters did not contain speech from several speakers, i.e., a better performance was achieved in the under-clustering case, where speaker data were distributed over several clusters, rather than in the over-clustering case, where too many clusters were produced containing speech from different speakers, which degraded the speaker-detection performance. Therefore, the $\lambda$ was
chosen to optimize a speaker-tracking performance, rather than optimizing a speaker diarization.

In a speaker-identification module the true detection of speakers was carried out. Therefore, the GMM of each target speaker had to be provided. They were built from UBM, which were trained on the speech data of the training part from the SIBN database. All the models were constituted from 1024 Gaussian mixtures, which were estimated using the Baum-Welch Expectation-Maximization (EM) algorithm. The GMM model for each target speaker was derived from the UBM using the MAP adaptation technique in a standard way, [26].

The evaluated system was capable of detecting 41 target speakers extracted from the training data in the enrollment phase. In the test phase, the data from each cluster were compared against all of the models from the target-speakers repository by using criterion defined in (4). Note that no additional score threshold was proposed, since we tried to evaluate the system across the whole range of all possible operating points.

3.1. Evaluation Results

Since several modules were included in the speaker-tracking system of BN shows, a series of experiments was performed to measure the impact of each module on the overall speaker-tracking results.

The evaluated speaker-tracking system was capable of detecting 41 target speakers from the audio data, which included 551 different speakers. The performance of the evaluated system was assessed by including all target speakers with the addition of non-speech segments.

Three groups of experiments were conducted. In each group the impact of one component of the system was explored by comparing the final speaker-tracking performance. The overall speaker-tracking results were produced in terms of the false-acceptance (FA) and false-rejection (FR) rates computed at different operating points and presented in the form of Detection Error Trade-off (DET) curves, [16]. This evaluation measure is commonly used for the assessment of speaker-recognition systems [25], where FA and FR rates are computed on the basis of speaker’s utterances. In the case of speaker tracking in continuous audio streams, the FA and FR rates have to be derived on the audio segments. Thus, a generalization of the DET measure have to be applied, which computes the FA and FR rates at the time (frame) level.

Figures 2, 3 and 4 present speaker-tracking results from the evaluated system, where different versions of the system’s components were combined. The speaker-identification module was the same for all the evaluations, while in the components for audio-segmentation, speech-detection and speaker-clustering different approaches were applied. The experiments were planned so, that the evaluation of each component took place in such order to follow the processing stages of a general speaker-tracking system. In this case the best approach of the current evaluated component could be used in the experiments of the next evaluated component.

In Figures 2, 3 and 4, a speech-detection module is marked as SNS, an audio segmentation is referred to as S and a speaker clustering to as C. Since the speaker-identification procedure was always the same, no legend names for that module are provided. In addition to that, the FA and FR rates in all figures correspond to false alarm probabilities and miss probabilities, respectively.

In the first evaluation experiments in Figure 2 the impact of the audio segmentation module to the overall speaker-tracking performance was assessed. Two different segmentation approaches were tested and compared with a manual segmentation. The experiments were conducted in a way to measure just the impact of the audio segmentation. This was achieved by applying the same procedures in all other system’s components. For the speech detection a standard classification procedure with GMMS and CV features was applied (marked as SNS:GMM+CVS in Figure 2), which was presented in Section 2.2, while no speaker-clustering was performed (marked as C:w/o in Figure 2). We tested three different audio segmentation procedures. In the first case the segmentation was performed manually, while in the second and the third cases the automatic segmentation procedures described in Section 2.1 were applied. One was a segmentation procedure by using a standard one-pass approach with
Figure 2. The overall speaker-tracking results of the evaluated system, where different audio-segmentation procedures were applied. Lower DET values correspond to better performance.

BIC measure (referred to $S$:standBIC in Figure 2). The other was the DISTBIC approach, which is marked as $S$:DISTBIC in Figure 2.

As can be seen from the results in Figure 2, the manual segmentation outperforms the automatic versions by more than 3% across the whole range of operating points. Since the segmentation procedure is usually applied in the first steps of speaker-tracking systems, the errors from the segmentation have an impact on all subsequent procedures. In our case, the errors in detecting change points in continuous audio streams produced non-homogeneous segments, which caused the unreliable detection of speech/non-speech regions and the unreliable detection of target speakers as well. Accordingly, both types of errors were, therefore, additionally integrated into the overall results of the evaluated systems.

The same phenomenon can be observed by inspecting both automatic versions of segmentation procedures. During the evaluation phases we also tested their performances in a segmentation task alone. The segmentation results obtained by using the F-measure [14] spoke in favor of the standBIC approach, where a segmentation accuracy of 74% was achieved, in comparison to DISTBIC approach, where a segmentation accuracy was 70%. Nearly the same difference can be observed in the overall speaker-tracking results in Figure 2. This confirms our previous observations that a good segmentation could greatly reduce the overall speaker-tracking error rates.

Another evaluation perspective present the results in Figure 3. Here, different speech-detection procedures were tested in a system where audio-segmentation and speaker-clustering modules stayed the same through all the evaluation experiments. We explored the impacts of three speech/non-speech segmentation approaches and compared them to the manually labeled segments. The manual speech/non-speech segmentation is referred to as the $SNS$:manual approach in Figure 3. A legend name $SNS$:GMM+MFCC presents the approach where MFCC features were used for the representation of audio signals. A legend name $SNS$:GMM+CVS refers to an approach, where CV features were applied for speech detection, while a legend name $SNS$:GMM+fusion corresponds to a fusion of both representations.
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Figure 3. The overall speaker-tracking results of the evaluated system, where different speech-detection procedures were applied. Lower DET values correspond to better performance.

Here, the audio segmentation module was implemented by the standBIC approach (legend name S:standBIC), since it performed best among all tested segmentation methods from the previous evaluation. For speaker clustering we implemented an approach from Section 2.3, that is marked as C:b-uBIC in Figure 3).

By comparing the evaluation results of all tested systems we can draw the same conclusions as in the audio-segmentation case. The better speech/non-speech-segmentation procedure works, the lower speaker-tracking error is achieved. The best DET results correspond to manual speech detection, next are methods where phoneme-recognition features were introduced, and the last is a standard approach where just acoustic (MFCC) features were used. The same order of the performance was obtained by comparing these procedures in the speech/non-speech-segmentation task alone [19, 39]. Another important issue reveals these results, which was also observed in [40]. The impact of a speech detection in speaker-diarization and tracking systems is direct and indirect. Since non-speech data are treated as data from one of the speakers in the speaker-tracking system, speech detection errors directly influence the speaker-tracking results. On the other hand, an erroneous speech/non-speech classification of audio segments in the speaker-tracking system has an influence on the speaker-clustering and identification performance. Therefore, good speech detection in continuous audio streams is a necessary pre-processing step if we want to achieve good speaker-diarization and tracking results.

At the final evaluation, the impact of speaker clustering was explored in two experiments. While in audio-segmentation and speech-detection modules the best approaches from the previous evaluations were applied, we tested two speaker-tracking systems: one with and another without speaker clustering. In the first case a standard bottom-up speaker clustering, described in Section 2.3, was implemented. In Figure 4, this approach has a legend name C:b-uBIC, while a system where no clustering was implemented has a legend name C:w/o.

This evaluation aims to examine whether or not it is better to use a speaker clustering procedure in speaker-tracking systems. As can be seen from Figure 4, there is not so much difference in the performances of the systems, where clustering was applied, compared to those without
clustering. Our tracking results with automatic clustering show that just a marginal gain could be obtained. This indicates that in our case the speaker-tracking system could not benefit from speaker clustering. The same was shown in a study of speaker tracking for radio broadcast news in [20], where it was concluded that speaker identification could help to improve the speaker-clustering performance, and not vice versa.

4. Conclusion

A system for speaker tracking in BN audio data was presented. We gave an overview of the four main building blocks of such a system and provided an extensive evaluation of the impacts of each of the system’s components to the overall speaker-tracking performance. We implemented different approaches of audio segmentation, speech detection and speaker clustering, and measured their impacts to the overall speaker-tracking results. The comparison of the evaluation results of different versions of the speaker-tracking system provides valuable insights into how the system works and which components of the system have greater impact on the overall performance. It was found that the most critical component of the system is the audio-segmentation module. If the segmentation procedure produces too many non-homogeneous segments due to improperly detected change points in an audio stream, this causes unreliable performance of the speech-detection and the speaker-identification modules, and thus degrades the overall performance of the system. The same can be concluded for the speech-detection module, where an erroneous speech/non-speech classification caused explicit errors in the evaluated speaker-tracking system and had further influence on the speaker-clustering and identification performance. As far as the speaker clustering is concerned, it was shown that we could not gain any improvement in the overall performance of the system when using clustering or not.

Even though our system was built by implementing the most recently published speaker-diaryization methods and the evaluation results demonstrated an acceptable speaker-tracking performance, we believe that there is still a room for an improvement. In our future work we will
try to increase the robustness of the critical system’s components in the same manner as we did in the speech-detection module, by introducing phoneme-recognition features for representations of audio signals, which proved to be more discriminative and less sensitive to different training and unseen conditions.
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