Improved VSF Algorithm for Smooth Surface Reconstruction from Sparse Medical Data
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This paper presents a Modified Variational Splines Fitting (MVSF) algorithm for surface reconstruction using thin plate splines on scattered patches or points of originally smooth surfaces. In particular, a more accurate derivation of the discrete equations for the energy corresponding to the thin plate model is introduced. The results obtained on simulated data show that the proposed algorithm converges faster than the original VSF algorithm. Additionally, we discuss an approach for choosing the algorithm’s parameters using a cross validation technique. Results obtained with the modified algorithm are compared to those using a Frequency Fourier-based 3D Harmonic modelling (3DHM) algorithm and show that the proposed algorithm gives an improved performance under the small sample size condition. The developed model has been successfully applied for real biomedical data; in particular for the reconstruction of left ventricle of human heart.
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1. Introduction

Surface reconstruction and smoothing methods are widely used in practice to best estimate the original surface represented by a scattered noisy point set arising in a number of scientific and engineering application domains including medical imaging applications \cite{1}. For instance, the number and the distribution of the initial samples of an organ surface lead to incomplete meshes. Stacks of two-dimensional contours can also be used to reconstruct three-dimensional surfaces \cite{2}. The problem of surface reconstruction can be solved using a variety of techniques. The finite element method is one of these techniques. An example of this method is the use of Voronoi diagram and Delaunay triangulation \cite{3} to find the topological connection of the sample points.

Another type of reconstructing smooth surfaces rely on the finite difference methods using deformable models \cite{4} such as thin plate model \cite{5}. The main idea is to create an initial mesh and deform it to best match the range input data. This is usually expressed as an energy minimisation problem. There are two forces that formulize the final shape of the reconstructed surface. One attracts the surface towards the input data and the other tries to keep the surface smooth. Fourier-based interpolation methods \cite{6}, to mention a few, are also used in the domain of surface reconstruction. These methods are generally computationally inexpensive, but comparatively more sensitive to number of missing points. The former two approaches were selected for further study in this work as these are generally more appropriate for smooth surfaces such as surfaces of left ventricle of heart. In general, methods based on deformable models give nice smooth surfaces, but are computationally expensive and complex. We present in this work a faster and less complex algorithm compared to a previous algorithm proposed by Richard Szeliski. The rest of this paper is organized as follows: in Section 2, both spline-based and frequency-based algorithms are described. In Subsection 2.1, an introduction to variational splines fitting algorithms is given. The data
compatibility constraint of the thin plate model and the smoothness constraint are also presented in this section. We then introduce our modification to the original VSF algorithm in order to improve its performance. The resulting algorithm is called the Modified Variational Splines Fitting (MVSF) algorithm. At the end of the section, the overall discrete optimization problem is formulated. For comparison reasons, the Fourier-based 3DHM algorithm is described in Subsection 2.2. This algorithm was previously developed by the authors. Simulation results are presented in Section 3 and application results are presented in Section 4. We finally conclude our paper in Section 5 by a summary and some keynotes for future work.

2. Algorithm Description

2.1. Variational Splines Fitting Algorithms

In [7], Zeliski proposed to use a deformable model to estimate the missing points (here we call it VSF). In this algorithm, the problem is formulated as an optimization one. The function to be minimized is written:

\[ E(x) = E_d(x) + \lambda E_s(x), \]  

where

\[ x = [x_{ij}], \quad (i = 0 : N - 1, j = 0 : M - 1) \]

are the mesh regular points of the reconstructed surface, i and j indicate spatial positions. This function includes two constraints: the data compatibility constraint \( E_d(x) \), and the smoothness constraint \( E_s(x) \). \( \lambda (\lambda > 0) \) is the regularization parameter which is used to adjust the closeness of the fit between the surface and the sparse data set. This parameter depends on the sparse data set and can be estimated using a generalised cross validation technique. In general, as \( \lambda \) increases, the reconstructed surface becomes smoother. However, the probability of error between the original sparse samples and their corresponding estimated ones becomes higher. For very high values of \( \lambda \), \( (\lambda \approx \infty) \), the fitted surface tends towards a flat one. As \( \lambda \) tends to zero, this probability becomes smaller, but the reconstructed surfaces might no longer be smooth.

The above formulation is usually expressed as an energy minimisation problem where an attracting force draws the mesh towards the sparse data and a tension in the mesh keeps the surface smooth [2].

The data compatibility constraint measures the distance between the original sparse points and the interpolated smooth surface. The energy expression corresponding to the data compatibility constraint can be written as:

\[ E_d(x) = \frac{1}{2} \sum_i w_i (f(u_i, v_i) - d_i)^2. \]  

The discrete form is:

\[ E_d(x, d) = \frac{1}{2} \sum_{ij} w_{ij} (x_{ij} - d_{ij})^2, \]  

where \( x_{ij} \) stands for the discrete values of \( f(u_i, v_i) : x_{ij} = f(u_i, v_i), \) \( d_{ij} = 0 \) at missing points) are the sparse samples of the original incomplete surface and the weights \( w_{ij} \) (\( w_{ij} = 0 \) at missing points) are inversely related to the variance of the measurements. The higher the weights, the better the reconstructed surface fits the original sparse samples. In this case, the data compatibility constraint overinfluences the overall energy function and the reconstructed surface become no longer smooth.

Reassembling all mesh points into a vector \( x \), one can rewrite equations (3) in a matrix form. The energy corresponding to the data compatibility constraint becomes:

\[ E_d(x, d) = \frac{1}{2} (x - d)^T A_d(x - d), \]  

where \( d \) is a zero-padded vector of data values and the diagonal matrix \( A_d \) has entries \( w_i \) at which the data coincide with the sparse data points and zeros elsewhere. In particular, this allows treating problems with missing or unknown data.

Using the thin plate model, the energy function corresponding to the smoothness constraint can be written in continuous form as:

\[ E_s(f) = \frac{1}{2} \int \int \left( f_{uu}^2 + f_{vv}^2 + 2f_{uv}^2 \right) dudv, \]  

where \( f : f(u, v) \) is the smoothed continuous functional of the interpolated surface in \( u \) and \( v \) directions; and the subscripts \( uu \), \( vv \) and \( uv \) indicate partial derivatives.
Original VSF Algorithm

In the original VSF algorithm, the discrete form of the above energy function is derived using a classical finite-difference scheme. The resulting discrete function is:

\[
E_s(x) = \frac{h_u h_v}{2} \sum_{i,j} \left( \frac{x_{i+1,j} - 2x_{ij} + x_{i-1,j}}{h_u^2} \right)^2 + \frac{x_{ij+1} - 2x_{ij} + x_{ij-1}}{h_v^2} \right)^2 + 2 \left( \frac{x_{i+1,j+1} - x_{ij+1} - x_{i+1,j} + x_{ij}}{h_u h_v} \right)^2 ,
\]

where \( h_u = |\Delta u| \) and \( h_v = |\Delta v| \) are the step sizes of the regular mesh of the reconstructed surface in the \( u \) and \( v \) directions respectively.

MVSF Algorithm

In this work, we propose a more accurate derivation process to get the discrete energy corresponding to the above continuous function (5). In particular, we propose to take into consideration higher element components of the corresponding two-variable Taylor formula:

\[
E_s(x) = \frac{h_u h_v}{2} \sum_{i,j} \left( \frac{x_{i+1,j} - 2x_{ij} + x_{i-1,j}}{h_u^2} \right)^2 + \frac{x_{ij+1} - 2x_{ij} + x_{ij-1}}{h_v^2} \right)^2 + \frac{1}{8} \left( \frac{x_{i+1,j+1} - x_{ij+1} - x_{i+1,j} + x_{ij}}{h_u h_v} \right)^2 ,
\]

We can see from the above expression that the first two terms are similar to the original formulation given in equation (6). They both use the so-called 5-star-points scheme.

The main advantage of the expression given in equation (7) is its accuracy in using the 4 diagonal points to approximate the crossed second-order derivative at position \((ij)\), as shown in Figure 1. Obviously, Szeliski’s approximation is a biased forward approximation, as shown in Figure 2.

Reassembling all mesh points into a vector \( x \), we can rewrite equations (6) and (7) in a matrix form. The energy corresponding to the thin plate model can also be written in compact form as:

\[
E(x) = \frac{1}{2} x^T A_s x ,
\]

where the \( stiffness \) matrix \( A_s \) is a sparse block diagonal matrix. The matrix \( A_s \) has at most 13 non-zero entries per row, as discussed in [7]. The rows with the maximum number of entries are: \((n+1)M + (m+2)\); \( n = 1 : N - 4 \) and \( m = 1 : M - 4 \). \( N \) and \( M \) > 4.

However, when periodicity is imposed upon the \( stiffness \) matrix \( A_s \), all rows would then have 13 non-zeros entries. Note that such periodicity constraint is appropriate when considering spherical coordinates used in describing human organs. The resulting \( stiffness \) matrix has a homogeneous structure and can be easily coded.

\[
A_s = \begin{pmatrix} B & C & D & 0 & \cdots & 0 & D & C \\ B & C & D & 0 & \cdots & 0 & D & C \\ D & C & B & C & D & 0 & \cdots & 0 \\ 0 & D & C & B & C & D & \cdots & \cdots \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & D & C & B & D & C \\ D & 0 & \cdots & 0 & D & C & B & C \\ C & D & 0 & \cdots & 0 & D & C & B \end{pmatrix}
\]

where \( B, C \), and \( D \) are \( M \times N \) matrices. \( 0 \) is an \( M \times N \) zero matrix.
The Discrete Problem

The combined discrete energy expression can hence be written in matrix form as:

\[ E(x) = \frac{1}{2} x^T A x - x^T b + c, \]

where \( A = \lambda \cdot A_s + A_d, b = A_d \cdot d \) and \( c \) is a constant that may be omitted in the minimization process. This energy function has a minimum at \( x = x^* \), which is the solution of the following linear system that is obtained via the Euler equation:

\[ A x^* = b, \]

since \( A \) is a strictly positive matrix. The above set of linear equations is, hence, a high dimension homogeneous positive definite system, that can be solved using the conjugate gradient method, thanks to the strict positivity of the matrix \( A \).

Our approximation is found to lead to better performance compared to that used in original VSF algorithm.

2.2. 3DHM Fourier-based Algorithm

For comparison purposes, we considered the use of the 3D Harmonic Modelling (3DHM) algorithm (developed previously by the authors [6]). This algorithm is much less complex than the previous thin plate splines algorithm. The 3DHM algorithm reconstructs the incomplete surface using an iterative algorithm based on Fourier analysis. This algorithm consists of four major steps (per iteration):

A) The 2D Fourier transform \( D(u, v) \) of the \( k^{th} \) doubly periodic mesh \( x_{ij}^k \) is computed.

B) The resulting \( D(u, v) \) is low-pass filtered to reduce discontinuities in the space domain.

C) The missing points are then estimated using the inverse Fourier transform.

D) The algorithm terminates the iterations when the Mean Square Error between the estimated values of the missing points from successive iterations falls below a preset threshold \( \zeta \). If not, the algorithm restarts using the recently generated mesh \( (k = k + 1) \) as an input to step A. The data from the initial sparse mesh is retained.

The mean square error (MSE) between successive surfaces is calculated as follows:

\[ \frac{1}{N \cdot M} \sum_{i=0}^{N} \sum_{j=0}^{M} \left[ x_{ij}^k - x_{ij}^{k+1} \right]^2, \]

where \( N \) and \( M \) represent the size of the regular mesh in the \( i^{th} \) and \( j^{th} \) directions, respectively.

3. Simulation Result

Our first aim was to compare the convergence characteristics of the original and modified Szefliski algorithm for relatively smooth surfaces. We then compared the performance of the modified algorithm and that of the 3DHM algorithm. In order to limit the scope of the problem, we adopted the following methodology for choosing the optimal values for the control parameters \((\omega, \lambda)\).

A) Choose a smooth surface as a reference model.

B) Randomly select about 30% of the total surface patches.

C) Reconstruct the surface using these selected patches.

D) Calculate the mean square error between the reconstructed surface and the reference model using different values of \((\omega, \lambda)\).

Figure 3 presents a reference model of a 32 × 32 smooth surface, and Figure 4 shows a surface with about 70% of missing points. Figure 5 shows a reconstructed surface and Figure 6 shows the mean square error between the reference and reconstructed surfaces.

Figure 3. Typical 32 × 32 smooth surface.
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MVSF outperforms the original VSF algorithm, e.g. when the tolerance value of the iterative conjugate gradient algorithm is set to $10^{-4}$, the modified algorithm converges about 100 iterations faster than the original algorithm. One can also notice that the inappropriate choice of $\omega$ and $\lambda$ can lead to substantial deterioration in performance.

Figure 4. Randomly selected 30% of the total samples of the reference surface.

Figure 5. Reconstructed surface.

Figure 6. Mean square error between reference and reconstructed surfaces.

Figure 7 displays the MSE as a function of $(\omega, \lambda)$. Notice that the MSE almost stabilizes when $\omega$ is greater than 300 and $\lambda$ is less than 30. $\omega=314$ is actually the inverse of the variance of the selected sample [7]. The results displayed in Figure 8 show that the proposed algorithm,

To complete the performance analysis of the proposed algorithm, we considered many different scenarios. In this paper, we present results that correspond to two of them: in the 1st scenario, a surface of small sample sizes is considered. A set of 52 sparse samples were randomly chosen from the reference surface. In the 2nd scenario, a surface of relatively medium sample sizes is considered. A set of 308 sparse samples were randomly chosen from the reference surface.
As expected, with a very small number of sparse patches, both the VSF and the MVSF algorithms performed better than the 3DHM algorithm. As it can be seen from Figure 9, the 3DHM cannot achieve an MSE of the ratio of $10^{-4}$, while both other algorithms achieved such tolerance in less than 300 iterations.

**Figure 9.** MSE comparison for the 1st scenario.

Figure 10 corresponds to the 2nd scenario, where about only 30% of the total mesh samples were chosen. In this case the 3DHM algorithm outperforms both the original and improved VSF algorithms. One may conclude that as the number of missing samples gets lower, it would be better using the 3DHM algorithm. In case of relatively small size of sparse data, it would be better using the MVSF algorithm. In general, the 3DHM algorithm is much faster than the two spline-based algorithms. For example, doing 300 iterations takes about 20 computation times longer for the original and modified algorithm than it takes for the 3DHM algorithm.

**Figure 10.** MSE comparison for the 2nd scenario.

4. 3D Surface Reconstruction Example

Smooth surface reconstruction techniques can be used for medical applications where relatively smooth organs like the left ventricle of the heart. In this section, the MVSF algorithm has been used to reconstruct the surface of the left ventricle of the heart starting with data acquired along three contours (Figure 11) extracted by a specialist from echocardiographic images. The 3D data is first transferred into a 2D developed surface (Figure 12). The available data is about 23% of the total mesh points. The missing points on the resulting incomplete surface are then estimated using the MVSF algorithm as shown in Figure 13. The reconstructed LV surface in Conclusion is a 3D representation of the 2D developed surface of Figure 13. Even if results from the original VSF algorithm looked visually similar, the computation time of the improved algorithm is relatively reduced. Using

**Figure 11.** Three 3D contour data of a left ventricle.

**Figure 12.** 2D developed incomplete surface of the left ventricle of Figure 11.
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5. Conclusion

In this paper, we presented an improved modification of the Variational Spline Fitting Algorithm. The proposed algorithm is based on a more accurate approximation of the energy equations in discrete time. Additionally, the algorithm takes into account the periodicity constraints which apply to our target application of modelling human internal organs such as the left ventricle of the heart. For simulated surfaces, we showed that our algorithm outperforms the original implementation discussed by Szeleski. When compared to the 3DHM Fourier-based algorithm (developed earlier by the authors), the proposed algorithm was found to be best suited for the small sample-size case.

We have also shown that the proposed algorithm converges faster than the original one. Our results related to the reconstruction of the left ventricle of the heart have been very promising. We are currently investigating the use of the MVSF algorithm in 3D medical image registration.
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