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There is a rapidly growing demand for using intelligent cameras for various applications in surveillance and identification. Most of these applications have real-time demands and require huge processing capacity. Face recognition is one of those applications highly in demand. In this paper we show that we can run face recognition in real-time by implementing the algorithm on an architecture which combines a massively parallel processor with a high performance Digital Signal Processor.

In this paper we focus on the INCA+ intelligent camera. It contains a CMOS sensor, a Single Instruction Multiple Data (SIMD) processor [1] and a Very Long Instruction Word (VLIW) processor. The SIMD processor enables high-performance pixel processing and detects the interesting (face) regions from the video. It sends the regions of interest to the VLIW processor, which performs the actual face recognition using a neural network. With this architecture we perform face recognition from a 5-persons database at more than 200 faces per second. The performance is better than most recent high-end professional systems [2].
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1. Introduction

Recently, face detection and recognition is becoming an important application for intelligent cameras. Face detection and recognition require lots of processing performance if real-time constraints are taken into account [3].

Face detection is the detection of faces in the scene from video data, it is usually done using color and/or feature segmentation. Face recognition is the actual recognition of the person based on the pixels that span the face region found in the detection process. Face recognition is usually performed by either neural network matching or by feature measurement and matching through a database. For robust recognition, the face needs to be at a proper angle and completely in front of the camera. Also, the size of the face has to be spanning the correct range of pixels. If the face portion of the image does not contain enough pixels, a reliable detection cannot be made.

What we want to show in this paper is that it is possible, for smart camera architectures, to achieve good, real-time face recognition results. A “smart camera” is hereby defined as a stand-alone programmable device with a size equal to or smaller than a typical video surveillance camera. In our situation it is programmed in such a way that video goes in and the names of recognized people come out.

One of the main platforms for proper face recognition is using an Intelligent Camera (INCA+) see Figure 1 [4]. This camera houses a CMOS
sensor, a parallel processor for pixel-crunching and a DSP for the high-level programs. With this platform we can easily map face recognition into a smart camera (INCA+), which performs in real-time.

The contents of this paper are as follows: in Section 2 we explain the architecture of camera, in Sections 3 and 4 we describe the algorithm that we used for face detection and recognition respectively. The results are given in Section 5 and conclusions are drawn in Section 6.

2. Architecture

Face recognition consists of a face detection and face recognition. In the detection part faces are detected in the scene and the relevant parts of the image are forwarded to the face recognition process where the found face is matched to a database with a set of stored faces in order to recognize and put identification to it.

These two parts of the algorithms work on different data structures. While the detection part works on all pixels of the captured video and is pixel-oriented (low level image processing), the recognition part is working on face objects and is face-oriented (high level image processing). The detection part has to do similar operations for all pixels in the scene to determine if the pixel belongs to a face-blob or not. While we have a high amount of pixels in a live video stream, the operations are simple and similar for each pixel, allowing data-level parallelism.

The data rate in the recognition part is not that high, it only works on a few hundred faces per second, but it has a high amount of operations in an iterative way while a database is “scanned”. Because of the higher complexity of the instructions and the combination with an operating system, this part of the algorithm is best mapped on a task-parallel architecture.

The different aspects of the two algorithmic tasks have made us choose for a dual processor the approach where the low-level image processing part of the face detection part is mapped on a massively parallel processor “Xetal” [1] working in SIMD (Single Instruction Multiple Data) mode. The high level image processing part of recognition is mapped on a high-performance fully programmable DSP core “TriMedia” [5]. This DSP has a VLIW (Very Long Instruction Word) architecture where instruction fetch and data fetch and processing are performed in a pipelined fashion.

For the defined task the two processors can be simply connected in series as in Figure 2. The Xetal does the face detection, the TriMedia does face recognition and the operating system also runs on TriMedia.

The Xetal processor exploits SIMD parallelism. It contains 320 pixel level processors and each pixel processor is responsible for 2 columns of image. It can handle up to 1000 instructions for each pixel at the same time. It has also 16
line memories to save information [1]. Figure 4 shows the Architecture of Xetal processor.

This processor directly reads the pixels from the CMOS image sensor and performs the face detection part. Coordinates and sub regions of the image where prospective faces are found are forwarded to the TriMedia. The TriMedia exploits limited instruction level parallelism; it can handle 5 operations in parallel. This processor scales the sub regions and matches them to the faces in its database. In the fashion of a real “smart” camera, only IDs are reported to the user.

3. Face Detection

In face detection, we take an image from the sensor and detect and localize an unknown number (if any) of faces. Before enabling the detection and localization, the image should be segmented to the region which face should be there. This is done by colour specific selection. By removing too small regions and enforcing a certain aspect ratio of the selected region of interest (ROI) the detection becomes more reliable. We detect faces in the image by searching for the presence of skin-tone coloured pixels or groups of pixels. The representation of pixels as they are delivered by the colour interpolation routines from the CMOS sensor image is in RGB form. This is not very suitable for characterizing skin colour. The components in RGB space not only represent colour, but also luminance, which varies from situation to situation by going to a normalized colour domain this effect is minimized. The effect on the skin detection is that when a light condition changes the skin tone has also changed colour. With this feature the detection decreases in reliability. To solve this obstacle, there is the need to find a colour domain which separates the luminance with the colour. The YUV colour domain is suitable for the detection because it separates the luminance (Y) with the true colours (UV). The YUV colour domain is also 3-dimensional and it has the shape of a cube. Y is the luminance and it is the brightness of a colour image as it would be displayed in a black and white monitor. The U and V are just components of the colour signal so that the colour image can be reconstructed. The Y value can vary from 0 to 255 whereas the U and the V can have values from $-128$ to 128.

By using the YUV colour domain, not only the detection has become more reliable, but the skin tone indication has become easier, because the skin tone can now be indicated on a 2 dimensional space. The skin tone region is a square on the UV spectrum (Figure 5) and every not-skin colour out of the skin box is seen as non face
(Figure 6). The face detection part only sends luminance and coordinate of face to recognition part.

4. Face Recognition

The main goal of this section is to introduce the face recognition process. Through this process, the face detected in the previous section is identified with respect to the face database. For this purpose a Radial Basis Function (RBF) neural network is used [6]. The reason behind using an RBF neural network is its ability for clustering similar images before classifying them. RBF-based clustering received wide attention in the neural networks community. Apart from good clustering capabilities, RBF networks have a fast learning speed, and a very compact topology.

4.1. Architecture of RBF Neural Networks

An RBF neural network structure is demonstrated in Figure 7.

Its architecture is similar to that of a traditional three-layer feed forward neural network. The input layer of this network is a set of n units, which accepts the elements of an n-dimensional input feature vector (here, the RBF neural network input is the face which is gained from the face detection part. Since it is normalized with a 64 · 72 pixel face, it follows that \( n = 4608 \)). The input units are completely connected to the hidden layer with \( m \) hidden nodes. Connections between the input and the hidden layers have fixed unit weights and, consequently, it is not necessary to train them. The purpose of the hidden layer is to cluster the data and decrease its dimensionality. The RBF hidden nodes are also completely connected to the output layer. The number of outputs depends on the number of people to be recognized (for example, for 100 persons \( o = 100 \)). The output layer provides the response to the activation pattern applied to the input layer. The change from the input space to the RBF unit space is nonlinear, whereas the change from the RBF hidden unit space to the output space is linear.

The RBF neural network is a class of neural networks, where the activation function (basis function) of the hidden units is known by the distance between the input vector and a prototype vector. The activation function of the RBF hidden node is stated as follows [7]:

\[
F_i(x) = G_i(||x - c_i||^2 / \sigma_i), \quad i = 1, 2, \ldots, m
\]

(1)

where \( x \) is an \( n \)-dimensional input feature vector (normalized face 64 · 72), \( c_i \) is an \( n \)-dimensional vector called the center of the RBF hidden node, \( \sigma_i \) is also an \( n \)-dimensional vector called the width (also called radius) of RBF hidden node and \( m \) is the number of the hidden nodes.

Normally, the activation function \( G \) of the hidden nodes is selected as a Gaussian function with mean vector \( c_i \) and variance vector \( \sigma_i \) as follows:

\[
F_i(x) = e^\left(-\frac{||x - c_i||^2}{\sigma_i^2}\right), \quad i = 1, 2, \ldots, m
\]

(2)

Because the output units are linear, the response of the \( k \)th output unit (among the \( o \) number of
outputs) for input \( x \) is given as:

\[
Out_k(x) = B_k + \sum_{i=1}^{c} F_i(x) \cdot W(i, k), \quad k = 1, 2, \ldots, o
\]

(3)

where \( W(i, k) \) is the connection weight of the \( i \)'th RBF hidden node to the \( k \)'th output node and \( B_k \) is the bias of the \( k \)'th output.

4.2. Using RBF Neural Network

The first step in face recognition is normalizing the region of interest (Figure 8) to the size of the faces stored in the identification database (64 · 72 pixels) and after that feeding them to the neural network input. Subsequently, we calculate the output for each person, and we consider the maximum value between the outputs and report that as the recognized person. Figure 9 shows the main kernel for using the RBF neural network.
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5. Measurements and Performance

In this section we evaluate the performance of our algorithm. Since the face recognition, and not the detection part, turned out to be the major bottleneck we concentrate on that part first. At the end of this section we evaluate the overall performance and recognition rate.

5.1. Face Recognition

The algorithms described for using the RBF neural network have certain demands on the processing power, bandwidth and flexibility of the architectural template. To measure the performance, we first need to extract the kernel loops and loop-nests, which are done in the RBF neural network. If we take the example of face recognition, the input is a normalized face (64 · 72 pixels, hence 4608 inputs), there are \( m \) hidden nodes (resulting in 4608 · \( m \) weights between the input and hidden layers), and \( o \) output nodes, depending on the number of people to be recognized (hence \( m \cdot o \) weights between the hidden and output layers).

5.2. Adapting for Real-time Performance

We observed that most of the running time of the algorithm was spent on calculating the output of hidden nodes and calculating the output (see Figure 9). For example, if the number of hidden nodes is equal to 20 and we want to recognize faces of five persons, the number of executed instructions on a TriMedia (166 MHz.) is
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about $12 \cdot 10^6$, and the number of cycles (taking memory delays into account) is about $15 \cdot 10^6$, which corresponds to 90 ms. This is far from real-time, therefore we employed several optimizations like:

- Replace all division operations in the program.
- Use single precision floating point instead of double precision.
- Use local variables instead of global variables.
- Perform loop-unrolling.

Then the number of executed instructions is reduced to $4 \cdot 10^5$ and the number of cycles is reduced to $7 \cdot 10^5$ (thus, resulting in 4.2 ms execution time).

5.3. Complexity

The execution time in the RBF loop nests is related to $m$, $n$, and $o$ (see Figure 9) where $n$ is the number of input nodes, $m$ is the number of hidden nodes and $o$ is the number of output nodes (see Figure 7). The time complexities for the first (L1) and second (L2) loop nests are:

$$T_{L1} = O(m.n), \quad T_{L2} = O(m.o)$$

(4)

Therefore, the total time complexity is given by:

$$T(m.n.o) = O(m.n + m.o) = O(m.(n + o))$$

(5)

It is easily seen that the memory size required for allocating all variables has the same complexity:

$$M(m.n.o) = O(m.(n + o))$$

(6)

Because $m$ is independent of $n$ and $o$ ($m$ is more or less constant, and equal to the number of characteristics in a face), execution time and memory size are linear in $n$ and $o$ [8].

5.4. Overall Practical Performance

Our algorithms have been mapped to a handheld camera device as shown in Figure 1. After programming using a host computer and a fire wire or Ethernet link, the camera starts running the face recognition application. Because faces are recognized at video rate and with more possible faces per frame (a maximum recognition rate of 230 faces per second is possible), an operation system running in the camera has to control the reporting process. The operating system obtains the IDs of the recognized person and monitors the reliability of recognition as reported by the face recognition part. If this is high enough, a person is positively identified and will also not be reported in subsequent frames until he/she leaves the scene or another person shows up.

The overall performance we reach ranges from a recognition rate of 97% with a false detection rate of 1 out of 20 to a recognition rate of 90% with a false detection rate of 1 out of 50 depending on the settings. These numbers are for a real-time (up to 230 faces per second) stand-alone system with 5 stored “identifiable” faces.

6. Conclusions and Future Work

Face recognition is becoming an important application for smart cameras. However, till now, the processing required for real-time detection prohibits integration of the whole application into a small sized, consumer type of camera. This paper showed that by:

1. Proper selection of algorithms, both for face detection and recognition,
2. Adequate choice of processing architecture, supporting both SIMD and ILP types of parallelism,
3. Tuning the mapping of algorithms to the selected architecture,

this integration can be achieved. We implemented the algorithms on a small smart camera. As a result we can recognize one face per 4.2 ms, when we are searching for 5 persons, with 90% recognition rate and only 1% failure rate.

Future research will focus on further tuning the mapping of the algorithms, e.g. by replacing floating point operations with fixed point, trying other (cheaper) activation functions (see eq. 2), and further parallelization of the RBF neural network. This should allow for further speedups needed when searching in much larger databases that can contain large numbers of identifiable faces. Furthermore, the recognition will be enhanced by using multiple cameras with different viewpoints also for detection part
add automatic white-balance control, to prevent the sensibility of the light.
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