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The UML-based development methods of embedded systems are use case-driven. In these methods, identifying objects that constitute the software system is a critical and hard task, since there is no firm guidelines. In this article, we propose a systematic approach to building object models in embedded systems. After hierarchically decomposing the system into its parts, the approach consists of firstly converting the use case into a statechart that models states of the concerned system parts and, secondly, identifying the objects from the statechart. The proposed approach bridges the gap between the outside behavioral system description, as offered by use cases and the system structure represented by the object model.
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1. Introduction

A strongly increasing application area for real-time systems are embedded systems, which received their name because they are embedded in a technical process. In the development of these systems, there is a growing recognition of the requirements engineering as the initial and possibly the most important activity, where the real demands to be placed on the system have to be identified and captured in a consistent and unambiguous manner [1, 2].

The most notable UML-based approaches for real-time system development are based on use cases to capture requirements [3, 4, 5, 6]. Use cases are the first artifacts to be established in the software development process. They describe interactions between the system and its environment, and thus capture the functional requirements of the system. Functional requirements are defined in terms of actors and use cases. In the next phases, namely analysis and design, static and dynamic models of the system are developed. The static model defines the structural relationships among domain classes, which are covered by the UML object and class diagrams [7]. The dynamic model describes the system behavioral aspects. In particular, the use case model specifies the functionality of the system, whilst the object diagram specifies the structure of the system. The latter is used as the foundation for the design and implementation phases [8, 9].

Once the use case diagram has been built, the developer must identify the objects and classes that describe the system under development. The UML object diagram, sometimes referred to as instance diagram, is useful for exploring real world examples of objects and the relationships between them. This diagram provides a conceptual description of the entities in the application domain. It complements use cases in describing requirements and provides an initial architecture that first captures these requirements. It is an important model being used at almost all steps of the system development activities. For example, behavioral diagrams, such as interaction model, cannot be constructed without knowing the concerned objects [10]. This is why it is fundamental to precisely identify these objects early in the system development process.

Nowadays, there are many methods dealing with the problem of objects and classes identification [3, 8, 9, 11, 12]. Unfortunately, these methods suffer from at least two drawbacks: first is a focus on classes rather than objects and, second, a direct identification of classes and/or objects from the use case textual description.
However, when developing an embedded system, it is easier and more important to start with building the object model instead of the class model [8]. Glinz et al. [13] state that class models are inappropriate when more than one object of the same class is used in a specific situation. This is the case with the embedded systems where the elements that do constitute these systems are concrete entities that can be directly mapped to objects. In contrast, classes are the templates that are used for behavioral sharing purpose and do not correspond to concrete elements. Moreover, classes’ emphasis is put on commonalities, whereas objects in the embedded systems are often specific.

On the other hand, transition from use cases to objects is not straightforward, because there is no direct one-to-one mapping from use cases to objects. Moreover, identification of objects depends on the use cases representation. Impreciseness, ambiguities, and inconsistency may be present in the textual description of use cases. These description drawbacks make the object identification process difficult and usually resulting in unsatisfactory object or class model.

Current methods that are dedicated to object and/or class identification can be classified into two categories. In the first one, the methods are based on linguistic analysis of the requirements document, which is written in a natural language. Objects and attributes correspond to the nouns, and the operations are related to verbs. In the second category, some tools that help automate the transition from use cases to class and object diagrams are proposed. However, they only can treat a very restricted form of use cases. For both, the main problem is the vague-ness, ambiguity and inconsistency of the natural language.

Therefore, transforming the use cases, which divide the system in a functional way, into objects and their properties (attributes, operations), needs some practical guidelines. In this article, we propose an approach allowing object identification from statecharts that are themselves established from use cases. Firstly, and after a hierarchical decomposition of the system into its controlled parts and controlling subsystem, we convert the natural language description of the use cases into statecharts, where states and events on transitions refer to the system-controlled units.

During statechart establishment, ambiguities, inconsistency and impreciseness are removed. Secondly, without any premature commitment to design, we identify objects that directly concern each controlled unit, and we identify objects of other types according to their categorization. In doing so, we follow the separation of concerns principle [14, 15]. Once objects have been identified, classes to which those objects belong can be determined. In this way, our approach is consistent with the Rumbaugh’s bottom-up method to discover inheritance links and organize classes [16].

It is worth noting here that statecharts are precise models, easy to understand and work with. They can be used in all the phases of the development process, and hence they constitute a highly reused artifact.

Based on statecharts, our approach not only allows objects identification from use cases in a systematic manner, but also provides the benefit of an improved requirements specification. The identified objects, in particular those that are related to the domain entities allow for enriching use cases and making them clearer, more adequate and useful. Furthermore, the presented method is easy to apply, integrates nicely with existing software development processes, such as the unified process [4], and does not impose an inappropriate overhead.

The rest of the article is organized as follows: section 2 describes the UML models used in our approach, namely, the use cases models, the UML statechart with its extension for representing the embedded systems behavior, and the object model with the object categorization. Section 3 presents our object identification process. In section 4, we provide an overview of the related works and compare them with our approach. Finally, in section 5 the conclusion and future directions of our research are outlined.

2. Embedded Systems Modeling with UML

An embedded system consists of a controlling subsystem and controlled units [17]. A controlling subsystem is a set of computer systems, while the controlled units can be any of the broad range of systems with mechanical behavior, any device, from a simple blender to a complex robot. Typically, a controlling subsystem performs control operations to receive input
from the environment and/or sends commands to the controlled units appropriately.

An embedded system can, therefore, be decomposed into its controlling subsystem and controlled units. To control these units, the controlling subsystem may perform computation on their status information, from which it determines the necessary commands to send to these units and then updates this status information [18]. To facilitate the necessary object identification, we perform a hierarchical decomposition strategy. According to Glinz [13], a good decomposition is one that follows the basic software engineering principle of information hiding and separation of concerns. This decomposition will provide more clarity and preciseness to the use case descriptions and the converted statecharts, where actions and events will be related to these controlling units, such as door closed, elevator stopped in an elevator control system.

In the following, we present the use case elements, the UML statechart as well as its extension to effectively model the features of embedded systems, and finally the object categories relevant to these systems.

2.1. Use Cases

To specify the ways in which a user uses a system, a use case captures who (actor) does what (interaction) with the system and for what purpose (goal) [2]. An actor is often a human user (see example in Figure 1). In embedded systems, an actor can be an external I/O device or a timer. External I/O devices and timer actors are particularly prevalent in embedded systems [6]. A complete set of use cases specifies all different ways to use the system, and therefore defines all behavior required of the system. Since use cases serve as a means of communication between developers and users, they are fundamentally written in simple text. However, their textual description presents some drawbacks such as the lack of precision and conciseness.

On the other hand, every large system needs to be decomposed in order to make it comprehensible and manageable. Therefore, like in RT-UML [5], the system use cases may be broken down into sub(system-level)-use cases using “include” and “extends”. The system use case is then realized by the set of subsystems collaborating together. Each subsystem is specified in terms of its subsystem level use case.

In our approach, we are interested in the description of a use case defined by a name, actor, preconditions, postconditions, normal steps, and alternative steps according to Cockburn’s template [19]. To this template we have added a quality of service section in which we describe non-functional requirements (response time, security, cost, accuracy, etc.). Figure 2 illustrates a typical textual description of a request elevator use case in an elevator control system.

Thus, a use case can be seen as a tuple <ucName, ucActor, ucPre, ucPost, ucSteps, ucAlt, ucQoS> with ucName a label that uniquely identifies a use case, ucActor a primary actor and the secondary actors, ucPre a set of preconditions, ucPost a set of postconditions, ucSteps a set of ordered normal steps, ucAlt a set of alternative steps, and ucQoS a set of qualities of services.

Each step in ucSteps is a tuple <sNumber, sOper> with sNumber a step number, sOper an operation (actor action(s) or system response(s)). An operation may also be a branching statement to another step. A normal step may be associated with a set of alternative steps.

An alternative step can be seen as a tuple <altStepNumber, guardCond, altStepOper>, with altStepNumber an alternative step number and guardCond a guard condition on this step, and altStepOper an alternative operation. The latter may be divided into several sub-operations. A subset of use case steps in an automated teller machine system may be as follows:

\{<1, User inserts card>, <2, System Asks for PIN>, <2a, invalid card>, <2a1, System emits alarm>, <2a2, System ejects card>\}.
**Use Case Name:** Request elevator.

**Context of Use:** The elevator system has many elevators that service many users at any one time, taking them from one floor to another.

**Primary Actor:** User, **Secondary actor:** Floor sensor

**Precondition:** User is at a floor and wants an elevator.

**Postcondition:** Elevator has arrived at the floor in response to user request.

**Description:**

1. User presses an up floor button. The system selects an elevator to visit this floor.
2. If the elevator is idle, the system determines in which direction the elevator should move in order to service the new request.
3. The system commands the elevator door to close. After the door has been closed, the system commands the elevator to start moving, either up or down.
4. As the elevator moves between floors, the floor sensor detects that the elevator is approaching a floor and notifies the system.
5. The system checks whether the elevator should stop at this floor. If so, the system commands the elevator to stop.
6. When the elevator has stopped, the system commands the elevator door to open.
7. If there are no other outstanding requests, the elevator stays at the current floor with the door open.

**Alternatives:**

1a. User presses down floor button to move down. The system response is the same for the main sequence.
2a. The elevator is moving, Go to step 4.
3a. Current floor is not in the list of the floor to visit, Go to step 4.
7a. When there are other outstanding requests, Go to step 2.

**Quality of Service:**

1. Elevator movement must be minimized.
2. Use case response time must be minimized.
3. Doors must be closed before starting any elevator movement

---

2.2. Statecharts

Statecharts, conceived as a visual formalism for the design of reactive systems [20], extend finite state diagrams by hierarchy, concurrency, and communication, which, besides the timing constraints, are fundamental features of embedded systems.

An UML statechart diagram consists of a finite number of states and transitions between states (Figure 3a). Actions are executed either on the transition between states or on the entry into the state. A state is a stage in the behavior pattern of an entity. Modeling substates makes sense when an existing state also exhibits complex behavior, thereby motivating to explore its substates. States are shown as rounded rectangles.

![fig3a](image)

**Fig. 3a.** Example of UML statechart syntax.

![fig3b](image)

**Fig. 3b.** Example of extended UML statechart.

A transition is a progression from one state to another and will be triggered by an event, that is either internal or external, to the entity being modeled. A guard is a condition that must be true in order to traverse a transition. The transition is only taken if the named event occurs and the guard evaluates to true. All these transition elements are optional. The transition is shown as an arrowed line (see Figure 3a).
Although it is a valuable means for modeling embedded systems behavior, UML statechart still needs some extensions to make it both enough expressive to represent the features of these systems and enough precise to support activities like object identification, property verification, test generation, etc. [21]. A detailed description and justification of these extensions is beyond the scope of this work. Figure 3b illustrates these extensions that we summarize as follows:

1. Guards can make reference to events, indicating whether an event has occurred.
2. Associate a set of events to a transition, indicating that the transition is triggered by the concurrent occurrence of the set of events. For example, the transition from S2 to S3 is enabled only when the events e1 and e2 occur, and in the absence of the event e3.
3. Associate a time interval to a transition, indicating that the transition occurs at a time (not known a-priori) belonging to the temporal interval.
4. A time interval can specify a time window as an expression of event occurrence. For example, the transition from S1 to S3 can be triggered not earlier than t3 time units after the occurrence time of the event e1, and not later than t4 time units after the occurrence time of that event.

2.3. Object Modeling and Categorizing

At the requirements analysis level, objects are usually determined from use cases according to certain categorization. Jacobson et al. have divided the analysis space in three orthogonal dimensions: information, behavior and presentation [22]. This object categorization is useful to control the system’s specification complexity, creating a multidimensional modeling space to allow a multiple-view analysis of the requirements with adequate semantic references. The same categorization framework was adopted by Fernandes and Machado in [8], with some emphasis on control objects as a crucial component in any embedded system.

For the purpose of identifying objects from use cases in embedded systems, we adapt the object categories described in [6] for including coordination, application logic and timer objects, too. We present this categorization as follows:

1. Interface object: handles the exchange between the system and its environment. An interface object must be encapsulated in such a way that if a change is made to the exchange between the system and its environment, only the interface object has to be modified, leaving other objects unchanged.
2. Entity object: Long-living object that stores information (typically the entities in entity-relationship models). The entire behavior associated to the manipulation of that information must be included in the entity object. Typically, an entity object is accessed by many use cases.
3. Coordination object. It is an overall decision-making object that determines overall sequencing for a collection of related objects inherent to a use case. It does not encapsulate any computation other than the one needed for the coordination. Its main responsibility is to supervise other objects in order to achieve the use case goal.
4. Application logic object: It contains the details of the application logic. It is needed to hide the application logic from the data being manipulated (because it is likely that the application logic could change regardless of the data).
5. A timer object: encapsulates temporal conditions and triggers activities in other objects, periodically or at appropriate time points.
6. A control object: encapsulates appropriate computations that involve a group of entity objects or that cannot be naturally associated to other objects.

We believe that this categorization of objects makes models more stable, in the sense that modifications made during the system development are easier to locate and affect a smaller number of objects. Moreover, this categorization leads to the application of the separation of concerns principle early in the system development lifecycle. Separation of concerns principle makes the specification easier to understand, more stable and reusable [14, 15].
3. Object Identification Process

Based on the observation that an embedded system is a controlling subsystem and a set of controlled units, we first perform a hierarchical decomposition of the system into its parts. This allows for better comprehension of the use case and facilitates determining evolution state of the controlled parts regarding the underlying use case. Afterward, we derive the statechart in an iterative and incremental way (main feature of the unified process).

Figure 4 illustrates our approach to identification of objects from use cases after decomposing the system into its parts. We first need to circumvent the drawbacks of the textual description use cases and give rise to the elements that do constitute the objects, such as operations and data items. To this end, instead of directly using the natural language in use case description, we transform it into a statechart, according to the appropriate procedure described in section 3.1. During this step, the use case text may be reviewed and modified in order to remove ambiguities and to exhibit more preciseness and completeness.

Second, the obtained statechart is used with the object categorization in embedded systems, to determine the objects according to the appropriate procedure described in section 3.2.

3.1. From Use Cases to Statecharts

In contrast to other approaches to derive statecharts from use cases, such as [3, 9, 12, 23, 24], we do not restrict the textual description of use case for capturing the requirements. Informal notations are good for recording requirements at an early stage, when great expressiveness and ease of use is more important than formal correctness and executability. Table 1 describes our procedure to transform a use case text into a statechart. This procedure is structured into four iterations as described below:

<table>
<thead>
<tr>
<th>Iteration 1</th>
<th>Iteration 2</th>
<th>Iteration 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. For each use case, build a graph of behavior sequences (GBS) where each node corresponds to a step and each edge links two nodes that correspond to the two consecutive steps in the use case.</td>
<td>1. Transform the GBS into a statechart. Each node is transformed into a state and the link is transformed into a transition.</td>
<td>1. Group the states, corresponding to steps that may be performed in parallel, into a superstate.</td>
</tr>
<tr>
<td>2. Model the normal flow first, integrate the alternative flows later and place the steps' guards on the corresponding edges.</td>
<td>2. Specify the operations of each step in the entry of the corresponding state.</td>
<td>2. If possible, decompose each state that incorporates more than one operation, into substates such that:</td>
</tr>
<tr>
<td></td>
<td>3. Specify explicitly the necessary operations related to the guards in the corresponding states.</td>
<td>• Operations blocks that may be performed in parallel should be specified in different parallel substates.</td>
</tr>
<tr>
<td></td>
<td>4. For each operation, specify the necessary state variables.</td>
<td>• Only one actor or one system unit should be referred in a substate.</td>
</tr>
<tr>
<td></td>
<td>5. Specify event names and possible guards on the corresponding transitions.</td>
<td>• Guarded operations block should be specified in a separate substate.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Represent abstract use cases as hierarchical statecharts.</td>
</tr>
</tbody>
</table>
1. Check the statecharts to see if the following has been achieved:
   - States and events should be named expressively and consistently.
   - All necessary states and transitions should be specified. As the steps are mapped to states, missing states will emerge and need to be added.
   - All the states in a statechart should be connected.
   - Check the event list created to see if all relevant events are handled, and if all the necessary operations are specified in the statechart.
2. Identify possible timing constraints and place them on the events that label the corresponding transitions.

### Table 1. Statechart derivation procedure.

**Iteration 1:** Transforming the use case into a Graph of Behavior Sequences (GBS).

**Iteration 2:** Transforming the GBS into a statechart.

**Iteration 3:** Refining and restructuring the statechart.

**Iteration 4:** Checking the statechart for internal completeness and consistency, and identifying the possible timing constraints.

In Iteration 1, a use case is transformed into a GBS (Figure 5), which is a graph where each node corresponds to a use case’s step and the edges link the use case’s ordered steps. In Iteration 2, we transform the GBS into a statechart (Figure 6). The nodes become states and the...
edges become transitions. In the entry of each state, we specify corresponding actor’s actions or system’s responses, according to the general format: “sAct_id.Oper”, with sAct_id an actor identifier to distinguish between actor’s action (U) and system’s response (S), and Oper the operation name. In Iteration 3, we restructure the statechart in order to raise possible concurrency and hierarchy. Finally, in Iteration 4, we check the statechart for consistency and completeness.

In the following section, we discuss how operations are determined from each use case’s step and show how to attain final version of the statechart.

**Step 1**: Two operations are specified: 1) user presses an up floor button, and 2) system selects an elevator. This last operation specifies that the system should select an elevator to visit the source floor. This description is ambiguous, in the sense that it isn’t precisely defined. Should the system determine any elevator, or should it determine the most suitable one?

To determine the most suitable elevator in a multiple-elevators control system while taking into account the specified quality of service “minimize the elevator movement”, the system must have, not only the source floor number (sf1) and the desired direction (dd) to be supplied by the user, but also some state information about each elevator (idle, moving up, moving down, last visited floor).

Therefore, the first two data items should be associated with the event “button pressed”. During the statechart elaboration we uncover the ambiguity related to the described operation of “selecting an elevator” and provide the necessary precision by determining events and data items.

**Step 2**: In the entry of the corresponding state, we specify the operation “S.determineDirection”.

**Step 3**: Two operations are explicitly specified in this step: “closeDoor” and “startMoving”. They correspond to the system commands of closing the door and starting to move elevator. However, commanding the elevator to start moving should be followed by updating its status. Therefore, the missing operation “updateStatus()” should be added to the corresponding state of this step. In doing so, we uncover an omission in the use case. In addition, for the sake of security, the elevator must start moving not earlier than at certain time units after the door has been closed. This important timing constraint is not explicitly specified in this use case. In doing so, we uncover a possible temporal inconsistency.

**Step 4**: the secondary actor “floor sensor” detects the fact that the elevator is approaching a floor that becomes current, and notifies the

---

**Fig. 7. Statechart after iteration 4.**
system. The system updates the current floor information of the appropriate elevator.

**Step 5:** The system checks if the current floor is in the list of the floors to visit by the elevator concerned. However, this operation needs access to all the pending requests, including the one that is submitted by the user at the first step. When examining the previous steps, we do not find any reference to adding this request. To uncover this omission in the use case, we add the operation “addRequest” in the first state, after the operation “determineElevator”. This state will then comprise three operations rather than two.

**Step 6:** The system commands the door to open. We therefore place the operation “openDoor” in the corresponding state entry.

**Step 7:** The system checks if there are other requests. If so, the door must wait for a certain time before closing. This temporal requirement is not explicitly defined in the use case.

Therefore, we explicitly specify this timing constraint as a label on the transition that starts from the door opening state and ends at the direction determining state. If there are no other requests, the elevator stays at the current floor with the door open. However, the information status of this elevator that becomes idle must be updated. We therefore specify the action “updateStatus(idle)”. Figure 7 illustrates the final version of the statechart obtained after applying iterations 3 and 4.

### 3.2. From Statechart to Objects

The derived statechart modeling states of the system’s controlled units, incorporates the necessary elements to define objects, namely, actions and data items. First, for each controlled unit, we determine the necessary objects according to the procedure defined in Table 2.

Let’s apply this procedure to our resulting statechart (Figure 7) in order to determine objects and distribute responsibilities amongst them. The controlled units identified from the statechart are a set of elevators, a set of elevator doors, and floor sensors. For the sake of brevity, we do not consider other units such as buttons and lamps. In the following, we discuss the objects identification from the statechart:

1) We define for the whole use case, a coordination object (named elevRequestCoordinator).

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>For the whole use case, define a coordinator object.</td>
</tr>
<tr>
<td>2</td>
<td>Define an interface object for each actor or controlled unit.</td>
</tr>
<tr>
<td>3</td>
<td>Define an entity object for each controlled unit that is referred to by at least one action or guard. Every action that refers to only this controlled unit should be assigned to its defined entity object.</td>
</tr>
<tr>
<td>4</td>
<td>When an action involves a group of controlled units, define a control object. Every action that involves this controlled unit set should be assigned to its defined control object.</td>
</tr>
<tr>
<td>5</td>
<td>Define a timer object for the action set that is triggered in specific time intervals or at a specified time point.</td>
</tr>
<tr>
<td>6</td>
<td>Define an application logic object to incorporate actions that cannot be handled by any other object category.</td>
</tr>
<tr>
<td>7</td>
<td>Check the statechart to verify if all specified actions have been distributed to objects.</td>
</tr>
</tbody>
</table>

**Table 2.** Object identification procedure.

This object does not encapsulate any functional action. It only triggers actions encapsulated in other objects or receives signals from them.

2) For each controlled unit and actor that receives and/or sends events from/to the system, we define an interface object to receive inputs from these units or actor, and/or to send outputs or commands to them. In our example, we define interface objects for the identified controlled units (elevators, doors, and the floor sensors).

For instance, for every elevator, we define, an interface object “elevatorInterface” to receive commands (startMoving(), stopElevator()) from the system. Also, for every elevator door, we define an interface object “doorInterface” to receive commands (openDoor, closeDoor), and for the floor sensor, we define the interface object “floorSensorInterface”, to handle interaction at every elevator approaching a floor.

3) The actions such as addRequest(), and updateStatus() refer to an elevator. We therefore define an entity object, named “elevStatusPlan”, for each elevator.
Moreover, the guard condition “elevator idle” invokes an action that checks if the elevator is idle. From this guard condition, we identify the attribute “elevator status”, which may have the value “idle”. This attribute should also be encapsulated by the entity object “elevStatusPlan”.

This entity object should provide information on whether the elevator is moving or idle, as well as on the current floor if it is at a floor or the last floor, if it is moving between floors. Furthermore, the action “addRequest()” should also be assigned to this entity object. The latter should therefore encapsulate the list of floors to visit.

As there are no computation actions, nor guards referring to the controlled units “door” and “floor Sensor”, we do not specify any entity object to these controlled units.

4) The action “determineElevator()” that selects the most suitable elevator to service the user request, needs access to all elevator entity objects to use the current status of the elevators. It, therefore, corresponds to a control object named “Scheduler”.

5) Timing constraints related to door events will be handled by the timer object “doorTimer”. This object sends a timeout signals to the use case coordinator object according to the specified timing constraint.

6) Finally, qualities of service mentioned in the use case text are mainly related to the optimization of the elevator movement. Usually, to deal with some of these non-functional requirements, we need an object that periodically calculates statistical parameters such as: average busy time and idle time of each elevator, floor(s) where elevator(s) are very often requested. To this end, we define an application logic object “statisticalMeasure” that encapsulates such computations.

Figure 8 depicts the object model obtained from the statechart by applying the procedure described in Table 2. As previously noted, the coordinator object “elevRequestCoordinator” is an overall decision-making object that determines overall sequencing for all the objects related to the use case. All these objects are therefore linked to it. Moreover, the control object “Scheduler” has links to the objects “elevStatusPlan”, since it accesses each elevator entity object in order to use its state information, to select the most suitable elevator to the user request. The object “statisticalMeasure” has links to the “elevRequestCoordinator” and “elevStatusPlan” objects.

4. Related Works

In recent years, object-oriented techniques have been employed in the development of embedded systems, e.g. RT-UML [5], UML-RT [3], OCTOPUS [25], Artisan Real-Time Perspective [26], etc. There are also several papers in the literature that discuss the process of building object model, e.g. [8, 9, 11, 12, 22, 27].

In UML-RT (UML for Real-Time), which has been included in UML 2.0 [28], the construction of object and class diagrams is performed by the derivation of scenario diagrams and capsule collaboration from use case scenarios, and by the synthesis of object and class diagrams from initial sequence diagrams that only depict interaction between control software and system devices. Software objects are determined using CRC technique [2] or Jacobson’s object categories (interface, control, and entity) [22].

In RT-UML and Artisan Real-Time perspective, objects are identified by the textual analysis of problem statements or use case descriptions. In Octopus, the system under study is partitioned into subsystems. An analysis phase is performed for each subsystem whose object/class model is built from the problem description, by underlying nouns to determine candidate
classes. Usually, too many objects/classes are obtained in that manner. This technique is also applied in [3, 9, 12], but with the use of automatic tools for natural language analysis of the use case text and the problem statements.

In [27], Rosenberg and Scott extend the approach of Jacobson et al. [22] for identifying objects, using robustness analysis. However, their steps describe, in a very brief form, what needs to be done to put together the main parts of the object diagram. These describing steps do not give any type of detailed instruction on “how”.

In [8], an approach to identify objects from use cases is presented. It consists of a 4-step rule set. The approach defines the steps to obtain a holistic set of objects. Each use case is transformed in three objects (one interface, one data, and one control). Besides the restricted types of objects, this approach presents some limitations in a sense that it concentrates on what needs to be done rather than addressing “how” it can be done.

In [11], an approach that identifies classes is presented. It is based on goals of use cases, without descriptions. The approach produces use case entity diagrams as a vehicle for deriving classes from use cases. However, only domain classes are identified and there is no more global technique that would allow making the transition between the two models in a systematic manner.

Most of the above mentioned tools and methods begin with building classes rather than objects. Our approach focuses on objects and communication between them rather than on the classes and associations between them. Since most real-time and embedded applications have a static structure, it is convenient to see the system under development as a set of communicating objects rather than as a set of classes with associations. To some extent, our approach complements the existing ones in the sense that, at the analysis stage, it begins with the dynamic model instead of the structural one. We believe that it is better to build the dynamic model before the static one. If one begins with the dynamic model, it is easier to identify operations, events and also attributes, which will be needed in the static model, and to obtain no more than what is needed.

5. Conclusion

In this paper we have presented a systematic approach to transition from the use cases to the object model in the embedded systems area. Our approach presents a technique for converting use cases into statecharts and uses the latter as a means to identify objects. The semi-formal nature of statecharts allows for discovering the necessary objects and their properties (operations and attributes), which are needed for realizing the use case.

The derived statecharts help the developers in uncovering ambiguities, omissions, imprecision, and inconsistency that may be present in the natural language description of the use case. In this way, while preserving the advantages of the use cases’ natural language description (expressiveness and ease to use), we also allow for using existing tools to verify and prove some properties of embedded systems.

We are currently in the process of developing a semi-automatic and interactive system that helps synthesizing statechart diagrams from use cases and building the object model. In addition, we are investigating the subject of modifying the XMI DTD to represent our extended statechart by means of XML documents, in order to automatically generate the interaction models.
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