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The purpose of the article is to demonstrate an equivalence testing software application written under SAS¹ Institute software designed for use by pharmaceutical and other medical research professionals. Besides making the entire equivalence testing procedure easier and more efficient, the application “EquivEasy” offers three main advantages over similar software: a) testing for $3 \times 3$ in addition to $2 \times 2$ crossover designs, b) familiar SAS user environment, and c) export flexibility (MS Word, PDF, HTML). Two case studies are presented with report results provided in tabular and graphical form.
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1. Introduction

The purpose of this paper is to describe a new SAS software-based statistical application “EquivEasy”, that has been designed and developed with the aim of making the actual execution of equivalence testing procedures easier for a typical final user (e.g., a researcher in a pharmaceutical company, etc.), while at the same time ensuring both a high level of statistical competency and access to other powerful features (e.g., import formats, other statistical procedures, etc.) of the SAS software.

Equivalence testing now represents one of the most frequently used routine applications in clinical pharmacokinetic studies.

Although any clinical statistician can easily perform an equivalence testing procedure using almost any reliable statistical software, less experienced researchers can benefit from having a quick, easy, programming-free, “shrink wrapped” application for performing both routine and some of the more demanding equivalence tests.

In some simple situations one can use SAS Analyst Application’s “equivalence testing” option, but for more complex situations (e.g., $3 \times 3$ crossover design, nonparametric tests), one has to resort to programming.

Among other software solutions for equivalence testing the best known is the EquivTest from Statistical Solutions Ltd., Ireland [10].

The application described in this paper offers three main advantages as compared to existing solutions for equivalence testing. They are as follows:

1) the possibility to perform equivalence testing for $3 \times 3$ (3 treatments, 3 periods) crossover designs (in addition to $2 \times 2$ crossover and parallel designs),

2) the added flexibility and power of the SAS environment (the “de facto” standard for statistical analysis in pharmaceutical industry), and

3) exporting flexibility (results can be created in simple listing and various graphics formats, MS Word, PDF, and HTML formats).

2. Equivalence Testing

Equivalence studies are different from other clinical studies in that the desired inference in equivalence studies, instead of the usual “significant difference”, is “practical difference”.

¹ SAS is a registered trademark of SAS Institute Inc. in the USA and other countries.
Therefore, in equivalence studies the null hypothesis tested is “Treatment 1 is NOT equivalent to treatment 2” versus the alternative hypothesis “Treatment 1 is equivalent to treatment 2”. (Note: Treatment 2 ($T_2$) is usually denoted as “R”, for “reference” treatment.)

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Test for Difference</th>
<th>Test for Equivalence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$ equal to $T_2$</td>
<td>$T_1$ not equivalent to $T_2$</td>
<td></td>
</tr>
<tr>
<td>$T_1$ different from $T_2$</td>
<td>$T_1$ equivalent to $T_2$</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Equivalence vs. superiority trials.

There are, generally speaking, two types of equivalence studies: clinical equivalence and bioequivalence studies. Each type has its own purpose:

In Clinical Equivalence (CE) studies treatments are proclaimed “similar” with respect to clinical outcome (e.g., response rates, BP, survival). CE can take into account different therapeutic measures with different mechanisms of action.

In Bioequivalence (BE) studies, drugs are “similar” with respect to pharmacokinetic characteristics (e.g., AUC, CMAX, TMAX). BE is limited to drugs with the same mechanism of action.

Although there are several different approaches to testing bioequivalence, the most common one (also recommended by FDA $^2$ [11]) is based on equivalence region, and ultimately on confidence sets. The equivalence region $E$ can be defined as follows:

Let $\delta$ denote the difference between treatments $T_1$ and $T_2$.

Let $E$ be a set of “small” differences.

If $\delta$ lies in $E$ (i.e., if $\delta$ is “small”), then we say that $T_1$ and $T_2$ are equivalent.

If $\delta$ does not lie in $E$ (i.e., if $\delta$ is “large”), then we say that $T_1$ and $T_2$ differ in a clinically relevant way. (That is, it cannot be claimed that they are “substitutes”.)

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>Equivalence region (2 sided)</th>
<th>Equivalence region (1 sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean ratio</td>
<td>$</td>
<td>\mu_1/\mu_2 - 1</td>
</tr>
<tr>
<td>Difference in means</td>
<td>$</td>
<td>\mu_1 - \mu_2</td>
</tr>
</tbody>
</table>

Table 2. Typical equivalence regions in bioequivalence studies.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>Equivalence region (2 sided)</th>
<th>Equivalence region (1 sided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hazard ratio</td>
<td>$</td>
<td>\lambda_1/\lambda_2 - 1</td>
</tr>
<tr>
<td>Difference in means</td>
<td>$</td>
<td>\pi_1 - \pi_2</td>
</tr>
</tbody>
</table>

Table 3. Typical equivalence regions in clinical equivalence studies.

Examples of $\delta$ and corresponding equivalence regions in bioequivalence and clinical equivalence studies are given in Table 2 and 3, respectively.

Confidence interval $CI_\alpha(\delta)$ provides a way to test if “$\delta$ lies in $E$”. A 100 $(1 - \alpha)$ % confidence interval $CI_\alpha(\delta)$ for a parameter $\delta$ is defined by

$$\text{Prob}\{CI_\alpha(\delta) \text{ contains } \delta\} >= 1 - \alpha.$$ 

The width of the confidence $CI_\alpha(\delta)$ (for a given $\delta$) depends on the estimate of the standard error of $\delta$ estimate (i.e., standard error of difference in means or of mean ratio) and the type of hypothesis being tested (1 or 2 sided). The estimate of the standard error, on the other hand, depends on the experimental design used, statistical model applied, estimation method, software, etc.

There is a certain amount of controversy and misunderstanding around the issue of using 100$(1 - 2\alpha)$ % vs. 100$(1 - \alpha)$ % confidence interval for testing 2-sided equivalence hypothesis at the level $\alpha$ (see e.g., [1]). These and other issues most relevant to this research topic will be covered in the following paragraphs.

In this paper we will be focused on the issues related to bioequivalence studies only (although most of it also applies to clinical equivalence studies).

$^2$ Food and Drug Administration, USA
3. Bioequivalence Testing

Hypotheses that specify only that the population means should be “close” are called average bioequivalence hypotheses. Hypotheses that state that the whole distribution of bioavailabilities is the same for the test and reference populations are called population bioequivalence hypotheses. Sometimes bioequivalence is defined in terms of parameters that more directly measure equivalence of response within an individual. This is called individual bioequivalence. Since the FDA currently requires that only the results of the average bioequivalence tests be submitted, in this paper we will not consider either individual or population bioequivalence tests.

As mentioned, methods for average bioequivalence are based on either the raw data model (untransformed) or the log-transformed model, and are derived under the assumptions of normality or lognormality for between subject (intersubject) and within subject (intrasubject) variabilities.

To claim bioequivalence in average bioavailability it is commonly required that the ratio of the two true formulation averages \( \mu_T / \mu_R \) be within (80%, 120%) limits (or the difference \( \mu_T - \mu_R \) be within ±20% of \( \mu_R \), where \( T = \) test formulation, \( R = \) reference formulation). However, for the logarithmic transformation of pharmacokinetic responses, the FDA guidance requests that to claim average bioequivalence, the ratio of the two formulation averages on the original scale be within (80%, 125%) limit (which corresponds to a symmetric interval around 0 in the log scale, i.e., \( \log(.80) = -\log(1.25) \)). The FDA requires that the bioequivalence be concluded with 90% assurance. In pursuit of this goal, several methods have been proposed in the past two decades. These methods include:

1) the confidence interval approach,
2) the method of interval hypothesis testing,
3) the bayesian approach, and
4) nonparametric methods.

In this paper, we will discuss the 3 most common (currently recommended by FDA, and implemented in EquivEasy) methods: 1) the “classical” (shortest) confidence interval for \( \mu_T / \mu_R \),

2) Schuirmann’s two one sided tests (TOST, [7], [8]), and
3) a nonparametric method.

It can be shown that the 90% confidence interval method is equivalent to carrying out two one sided tests at 5% significance level. Both of the methods will be discussed and implemented for the raw data model (additive) and then for the log-transformed data model (multiplicative). However, some caution is advised with regard to selection of the appropriate test when the analysis is performed on raw data (see below).

In the next two paragraphs typical methods for the analysis of data coming from a crossover design will be briefly introduced. The analysis for data from a parallel design is easily found in standard statistical texts, and will not be dealt with here.

4. Raw Data Analysis

4.1. Confidence Interval Approach

If the analysis is performed in the original scale, then the “classic” confidence interval for the ratio \( \mu_T / \mu_R \) is obtained from the difference condition:

\[
\delta_L < \mu_T - \mu_R < \delta_U
\]

(1)

using the standard \( t \) statistic for \( \mu_T - \mu_R \) and converting it to the \( (1 - 2\alpha) \times 100% \) confidence interval for the ratio \( \mu_T / \mu_R \) by dividing the limits for the difference by the least squares estimate of the reference mean (assuming that the estimate is the true reference mean \( \mu_R \)). Although intuitively appealing and regularly used, the “classical” procedure may not have the desired level of assurance required by the FDA in cases where there is a large coefficient of variation (CV) or a large intrasubject variability (e.g., CV greater than 20%). In other words, the probability of correctly concluding bioequivalence may not be of the desired level. In this case (i.e., when CV is greater than 20%) it is suggested that a simulation study (e.g., parametric bootstrap, see [4]) be conducted to evaluate the finite sample performance of the confidence limits before a decision on average bioequivalence is made. Yet another alternative in the case of high variability is to use some other confidence interval method, such as the one based on Fieller’s theorem ([5]).
4.2. TOST

Schuirmann’s ([7],[8]) proposed two-sided (TOST) procedure suggests taking the conclusion of average bioequivalence at the $\alpha$ level of significance if, and only if, both $H_{01}$ and $H_{02}$ are rejected at a predetermined $\alpha$ level of significance:

$H_{01} : \mu_T - \mu_R \leq \delta_L \quad H_{02} : \mu_T - \mu_R \geq \delta_U$

$H_{a1} : \mu_T - \mu_R > \delta_L \quad H_{a2} : \mu_T - \mu_R < \delta_U$

The tests are performed using two one-sided $t$ tests as follows:

$$T_L = (D - \delta_L)/SE(D) > t_{\alpha,r}$$
$$T_U = (D - \delta_U)/SE(D) < -t_{\alpha,r}$$

where $t_{\alpha,r}$ is the upper 100$\alpha$ percentile of $t$-distribution with $r$ degrees of freedom, $D$ is the estimated difference between test and reference means, and $SE(D)$ is the standard error of the difference.

5. Log-transformed Data Analysis

There are several reasons or rationales for applying log transformation to AUC and CMAX data. They are labeled “Clinical”, “Pharmacokinetic”, and “Statistical”. The statistical rationale is that much of pharmacokinetic data is skewed in original scale and that it appears more lognormal than normal. Besides, by log transformation, the ratio condition in original scale changes into a difference condition in the log scale:

$$\delta_L < \frac{\mu_T}{\mu_R} < \delta_U \implies \log(\delta_L) < \eta_T - \eta_R < \log(\delta_U),$$

where $\mu_i = \exp(\eta_i + \sigma^2/2)$, $i=$T,R and $\eta_i$, $\sigma$ are parameters of the lognormal distribution. Here we assume that the log transformed data are distributed according to the normal distribution with means $\mu_T$, $\mu_R$ and a common variance $\sigma^2$ (i.e., that the original data are distributed according to lognormal distribution with parameters $\eta_i$ and $\delta$). As mentioned earlier, recommended limits for logged data are $\delta_L = .80$ and $\delta_U = 1.25$, which yield symmetric limits $\log(.80) = -.223$ and $\log(1.25) = .223$, respectfully, in log scale.

5.1. Confidence Interval Approach

The confidence interval approach in the case of logged data is straightforward:

$$CI = [D - t_{\alpha,r}SE(D), D + t_{\alpha,r}SE(D)],$$

where $t_{\alpha,r}$ is the upper 100$\alpha$ percentile of $t$-distribution with $r$ degrees of freedom, $D$ is the estimated difference between test and reference means, and $SE(D)$ is the standard error of the difference. The interval for the ratio of means in the original scale is obtained by exponentiating the interval limits (6).

5.2. TOST

In the case of log transformed data, TOST tests the following two hypotheses:

$$H_{01} : \eta_T - \eta_R \leq \log(\delta_L)$$
$$H_{02} : \eta_T - \eta_R \geq \log(\delta_U)$$

$H_{a1} : \eta_T - \eta_R > \log(\delta_L)$
$H_{a2} : \eta_T - \eta_R < \log(\delta_U)$

The tests are performed by comparing $T_L$ and $T_U$ to the percentiles of the $t$-distribution as follows:

$$T_L = (D - \log(\delta_L))/SE(D) > t_{\alpha,r}$$
$$T_U = (D - \log(\delta_U))/SE(D) < -t_{\alpha,r}.$$
• modeling covariance structure (e.g., different variances)
• estimation method (software, procedure, etc.)

5.3. Nonparametric Test

Statistical methods for assessment of bioequivalence are developed under the following assumptions:

- S_{ik} (the effect of the ith subject in the kth sequence) are iid normal with mean 0 and variance \( \sigma^2_{S} \) (“intersubject” variability),
- e_{ijk} (the (within subject) random error) are iid normal with mean 0 and variances \( \sigma^2_{e} \) (“intra-subject” variability), and
- S_{ik} and e_{ijk} are mutually independent.

It is important to check these assumptions, and several approaches based on examining inter- and intrasubject residuals have been suggested in the literature. However, they are not rigorous statistical tests for normality and should be used with caution due to the small number of subjects usually used in bioequivalence studies (see [9]).

If normality (or lognormality) is seriously violated, TOST (even for log transformed data) is no longer justified. Application EquivEasy uses a distribution-free approach proposed by Hauschke D., Steinijans VW, and Diletti E. [6]. The advantage of this approach is its applicability even in the case of unequal period effects.

The procedure proposed in [6] uses Mann-Whitney-Wilcoxon tests and the corresponding distribution-free 100(1 - 2\( \alpha \))% confidence interval, and the Hodges-Lehman estimator (as a point estimator for the logged ratio of means). The approach is specially appealing because it yields results in the form of 100(1 - 2\( \alpha \))% confidence intervals (as with parametric approach), which are then easily compared to the pre-specified (bio)equivalence range (see Table 5 in paragraph 6 for an example of the results generated by the nonparametric option in EquivEasy).

6. EquivEasy Application

Although SAS GLM and MIXED procedures can be used for “standard” bioequivalence testing (e.g., 90% confidence intervals and TOST), their use is not straightforward because the tests results have to be calculated (using appropriate formulas) from SAS procedures outputs. Also, it is usually necessary to first examine the results from the model with carryover effects (in case of crossover design), and then (in the absence of significant carryover effects) from the model without carryover effects. Furthermore, reporting on bioequivalence studies require that some standard tables, figures and listings (TFL) (e.g., means, CV, ratios, estimates of inter- and intra-subject variability, etc.) be supplied in addition to the bioequivalence test(s) results. These usually require that appropriate manipulations and transformations be applied to the data before TFLs are made.

The purpose of EquivEasy application is:

• to raise the likelihood of proper reporting on bioequivalence studies (for data from 2 treatments, 2 periods crossover design and 3x3 crossover (Williams) design):
• to minimize the errors in report preparation (increased quality),
• to minimize the maximum time required for studies (increased efficiency),
• to reduce the need for in-house SAS expertise (i.e., so as to simplify use, and to reduce training costs),
• to maximize the uniformity of reporting (standardization), and
• to minimize additional validation costs by using pre-validated SAS Institute software procedures wherever possible.

Using the application is straightforward: appropriate selections (such as location of the data, response variable name, level names, log/original scale, GLM// MIXED /nonparametric procedure, with/without carryover effects, limits, output format: MS Word/ HTML/ PDF, etc.) have to be supplied (as shown in Figure 1) prior to pushing the “OK” button, which then creates typical output (tables and graphs) in the selected format.

Data for the first example (3x3 crossover “Williams” design) is taken from [3] (Table 10.3.13). The results are generated by selecting GLM (parametric) procedure, no carryover
Equivalence testing need not consume excessive researcher time and company resources. Although not simple, the testing procedure can be made much easier with the aid of “expert...
that software application assistance. The EquivEasy application (created using SAS Institute software) makes equivalence testing both faster and easier for the pharmaceutical research professional.
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